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ABSTRACT

Industry 4.0 is the new industrial stage that’s committed to greater automation, connectivity and globalization. The interrelation between different areas has penetrated the industrial world thanks to the Internet of things and the world of Big Data. This amount of information is available in plants and is growing increasingly, also aided by the network computing services offered by cloud computing or edge computing. That is why it’s necessary to carry out complex fusion methods and data analysis using Machine Learning techniques to address specific industrial requirements and needs. The central challenge of industry 4.0 from the perspective of data science is to predict the history within monitored processes, providing as much information as possible, avoiding them and stave off severe economic losses. This article will show a review of the application of Artificial Intelligence (AI) techniques such as Machine Learning (ML) immersed in multi-agent systems (MAS) in Industry 4.0. For this, a bibliographic search has been carried out in databases recognized as Science Direct, Google Scholar, Scopus or Springer, filtering the investigations from 2018 to actuality. The article concludes pointing out possible future lines and the importance of transition towards the implementation of new technologies for the competitiveness of factories.

1. Introduction

The industry has suffered a big revolution with the new paradigm of Industry 4.0. The fourth industrial revolution seeks to change the industry in an intelligent environment. This change is driven by the adoption of new information and communication technologies applied to industrial processes and products.

Numerous tasks are performed in a factory, each with own objectives. This article incorporates the term intelligent agent, which is an independent software entity that receives and manages the inputs of the environment. In the industry there are many machines equipped with all kinds of sensors that measure their own data, such as modifications or disturbances and measure the data of its environment. Agent uses this information to control the behavior of the machines through cooperation with other agents. The agent’s intention is to serve as a central coordinator capable of communicating with other software-based solutions and controlling the existing machinery through known communication protocols (Carvalho et al., 2019).
Internet of Things (IoT) techniques are used to retrieve information from sensors and send it securely to a centralized server. From the perspective of data science, thanks to the development of IoT technology it’s possible to collect data from industrial processes in real time. IoT includes the use of devices such as smart helmets, drones, robots, smart glasses, smart pipes for real-time assistance, security to detect possible damage and send all that data in real time to control them (Hanga and Kovalchuk, 2019) and provides real-time information to manufacturers since a component can fail at any time.

All this, coupled with the increasing availability of Internet connection, with the future launch of 5G networks in the smart grid paradigm, will allow communication between agents, machines and industrial applications. Communication is critical in control systems, and even more when there are multiple machines.

The cloud solution is the center of the proposed architecture by providing data storage, public web hosting, central modeling optimization and configuration data distribution and parameterization on all edge nodes. One of the key tasks performed by the solution in the cloud is to merge several models of edge devices, optimize them and send the optimal version back to the edge to update remote devices (Carvalho et al., 2019). Edge Computing allows data produced by IoT devices to be processed locally, closer to where it’s acquired instead of sending it to data centers or Clouds, requiring less ongoing bandwidth and storage cost and takes advantage of distributed computing strategies and reduces latency and the amount of information traversing the network. Beyond the convenience of Edge Computing in terms of communication resources, this computation paradigm has important implications not only on the selection of the hardware platform for the use case at hand, but also in the modeling stage. Data fusion and analysis are implemented locally, so radically new model design strategies must be devised and developed to distribute, share and incrementally learn from the prognostic knowledge gained from locally captured data. Beyond the convenience of Edge Computing in terms of communication resources, this computation paradigm has important implications not only on the selection of the hardware platform for the use case at hand, but also data fusion and analysis are implemented locally (Diez-Olivan et al., 2019).

With the fourth industrial revolution, or smart industry, thanks to the improvements and incorporation of devices (IoT), there has been an epoch of great amount of data (Big Data). This paradigm shift allows extracting relevant knowledge of the monitored assets by adopting intelligent monitoring and data fusion strategies (Diez-Olivan et al., 2019). Datasets collected from Big Data sensors and external sources, such as benchmarks with other machines, market data or external factors are very complex and traditional data processing applications cannot handle them and a set is required of techniques and technologies for massive and complex data (Wolfert et al., 2017). To avoid this and achieve prediction, machine learning techniques are used.

Both machine learning and multi-agent systems serve to make decisions, although at different scales. Multi-agent systems are responsible for automating and coordinating complex and distributed tasks, communication and collaboration of agents, facilitating supervision and management. Machine learning techniques are applied to make predictions and detect anomalies. The sum of the ability of MAS to solve complex and unpredictable problems with the potential of ML allows reaching key solutions in the applications of industry 4.0 and are integrated into MAS as independent entities intended to analyze incoming data, to avoid agent learning. In addition, when modeling agents it’s impossible to predict all the situations that the agent can experience, much less in dynamic environments, so it isn’t a practical task to previously define the ideal behavior of an agent.

The ideal paradigm is multi-agent learning, which consists of an environment of multiple agents capable of learning, adapting and adjusting their behavior to the environment and interacting between agents (Hernandez-Leal et al., 2019). Machine learning techniques will be incorporated into multi-agent systems, so it will consist of assistant data collection agents and another central agent that integrates machine learning algorithms to detect abnormal behaviors. If an anomaly is detected, the central agent must identify it and notify the corresponding agents to generate a new decision to adjust the behavior of physical assets. Through the utilities of Internet services, it’s also possible to graphically show the knowledge acquired to operators, so that they can carry out a maintenance program, avoiding critical stops and large costs in factories.

The objective of this work is to investigate multi-agent systems and how they can facilitate the prediction of anomalies in Industry 4.0 through the different machine learning techniques.
The article is structured as follows: Section 2 reviews the operation of the multi-agent systems; Section 3 reviews how anomalies can be detected in Industry 4.0; Section 4 reviews the different Machine Learning techniques; finally, Section 5 contain the final conclusions on the state of the art of the subject discussed.

2. Multi-agent system

To handle the large amount of information provided by the multiple assets of the factories, it’s an intelligent solution to establish a multi-agent system composed of multiple intelligent agents interacting with each other to solve difficult and impossible problems to solve individually.

The structure of this system could consist of several agents, each of which is modeled as a virtual digital shell of each asset in the production line and collects the data generated by the asset, and a central agent (middleware running on the server) to which it’s implemented a learning algorithm to identify abnormal behavior. The different tasks that the multi-agent system could perform are the following:

- Cleaning agents and data monitoring: each agent processes and monitors the data generated by each asset in the production process.
  - Data Collection: each agent collects and stores the data and data characteristics of the assets to build the behavior model.
- Low level agents: these mobile agents form the first level of identification. They travel to each of their associated data cleaning agents, collect recent information and the extracted data feed the formulas, statistical methods that will classify the data and detect abnormal behavior. Agents send the data sample to the central agent running on the server. These agents collaborate to establish their level of suspicion to determine cooperatively if a suspicious action is more interesting in the presence of another suspicious activity.
- High-level agents: Maintain the data warehouse by combining knowledge and data of low-level agents. High-level agents apply data mining algorithms to discover associations and patterns. The central agent applies a statistical test or machine learning algorithm to detect if there is any abnormal behavior in the data.
  - Group decision-making: if an anomaly is detected, the central agent must quickly identify the cause of the anomaly and notify the corresponding sub-agents to make the necessary decisions to adjust the behavior of physical assets.
- Interface agent: directs the operation and adjusts the behavior of the agents in the system, maintains the status reported by the mobile agents and provides access to the characteristic data store. For example, the central agent can send an order to shut down the machine to the agent that is involved in an anomaly.

3. Detection of anomalies in Industry 4.0

Manufacturing has been evolving to be increasingly intelligent and is data driven. In the era of industrial IoT, an intelligent production unit can be perceived as a large connected industrial system of parts, tools, materials, machines, inventory and logistics that can transmit data and communicate between all parties (Lade et al., 2017).

The current industry (immersed in the fourth industrial revolution), has very complex processes that entail the need to use new techniques of blurred and neuro-fuzzy control. For the analysis of data in manufacturing, a traditional data mining analysis or analyzing data with few characteristics is no longer enough, but the data obtained are many and very complex, since they are taken in real time. Recent advances in Big Data are used to transform this network data into a valid format for storage in a specific database, providing high capacity and fast query execution.
Statistical tools are used to analyze and summarize data, which are then used by Machine Learning tools to predict what will happen in the future.

Through the services Internet utilities, this knowledge is shown graphically to operators to carry out an informed maintenance program. Therefore, the tasks to be performed for anomaly detection are:

1. Collect, analyze and process massive data (in real time) and controlled by intelligent agents.
2. Apply machine learning techniques in the multi-agent system to predict the state of machinery, what we call predictive model.

The objective is to integrate ML into the MAS to detect anomalies in a supervised way. For this, the architecture can be client-server style (CS). The anomaly detection algorithm helps the central agent distinguish abnormal behavior from production activities. The algorithm is based on:

- Feature selection: it’s essential to provide meaningful information to the machine to learn. Deep learning architectures may not need that information, because they can create them. But this would imply having a large set of data that will also need a large amount of computing power.
- Fit parameters: these are parameters that algorithms use to control different process properties, such as the size of the model, the maximum number of iterations in the learning data or the type of regularization.
- Probability: calculate the probability of a value given other values and see if it’s lower or higher than the predefined limits as threshold, since it can be a significant characteristic.

3.1. Massive data and data collection

IoT collects real-time information from sensors and processes and sends them to the cloud, which allows to deal with industrial problems in real time. A certain number of data captured from multiple sensors with the process conditions (working hours, asset loading, failure rates) and external conditions (temperature, humidity) are required. Massive data involves techniques such as Big Data where machine learning techniques are applied to make predictions. Given the large amount of data and process information exchange, it’s appropriate to implement a multi-agent architecture for collaborative learning.

The way to capture and manage that data is explained in the Section 1 and 2. Statistical techniques are used to analyze and summarize the data, then they are used machine learning techniques, which imply in their future behavior. For example, histograms and correlation tables can be used to understand the relationship between data distribution and variables.

3.2. Types of maintenance

According to (Diez-Olivan et al., 2019), the different machine learning techniques to apply to vary depending on the purpose.

3.2.1. Predictive maintenance

Predictive maintenance consists in monitoring the state of the machinery to decide when a repair or replacement is needed to be given the levels of degradation of the parts, which avoids spending time in controlling the machinery when it isn’t necessary and avoiding failures and stops. This has a very important application in modern industries and is possible thanks to the emerging technologies mentioned above: CPS, IoT, Big Data, IoS.

The objective is to predict the moment in which a failure will occur in a monitored equipment and know its severity in the production chain. Predictive models are based on a dataset of fault events that have occurred in the past, to which a learning algorithm is applied that discovers patterns that correlate the captured data of the monitored asset with an objective variable that characterizes the type of failure to be predicted (for example, probability of failure, severity of failure).

In the work proposed by (Shafiee and Sørensen, 2019) models or strategies are identified to optimize maintenance decisions and inspection procedures for various wind energy assets. In another work (Liu et al., 2019)
is considered the health status and dummy age subjected to machine degradation. Another interesting case is
the research conducted by (Ceruti et al., 2019) who introduce augmented reality as a visible tool for performing
maintenance and spare parts (in aviation).

The different algorithms that can be applied to make these predictions are shown in the next section (Section 4).

3.2.2. Descriptive maintenance

Once the failure has occurred, uses data mining to provide information about the past and see what has hap-
pened and how it can be resolved and that the impact is minimal.

3.2.3. Prescriptive forecast

Sets the optimal actions as a result of a plant fault alarm. When the alarm is activated by a predictive model
before the failure occurs, the actions of the prescriptive forecast models modify the working parameters and the
variables of the industrial process eventually affected by the failure to reduce the chances of occurrence. If the
alarm is triggered by a confirmed fault, these models are used to minimize their impact on industry production.
It’s often modeled as an optimization problem, whose objective(s) are often driven by the outcome of predictive
forecasting models. Therefore, optimization solvers prevail within this category (Diez-Olivan et al., 2019).

Many times, hybridization of different types of models is required for multiple prognoses. For example,
combining the predictive forecast to predict the probability that a machine will suffer a failure, with the pre-
scriptive forecast, to adjust the machine configuration to less likely failures (Diez-Olivan et al., 2019).

4. Machine Learning techniques

When reviewing the literature, there are several examples of predictive models implanted to determine the state
of the machinery, most come from changes in artificial intelligence or machine learning.

For the data analysis, Artificial Neural Network (ANNs) and Support Vector Machines (SVMs) can be
applied, both to optimize the operations of the assets and for maintenance purposes. The operation with them
is as follows: from the training samples, the invariant character vectors that are used as desired references for
the classification of faults associated with the nearest neighbor classifier are extracted and then a single class
support vector machine (SC-SVM) is used for the fault detection as show the investigations of (Hasan et al.,
2019) and (Ma et al., 2018). SVM is very effective to detect and predict with signals collected in a short time
and with high precision (Han et al., 2012).

(Martins et al., 2015) propose a machine learning technique in a multi-agent framework for online outli-
ers’ detection in Wireless Sensor Networks using least squares support vector machine along with a learning
algorithm based on sliding windows. K Nearest Neighbor (KNN) algorithm was also used by (Zheng et al.,
2019) for a semi-supervised Fisher discriminant analysis model for classification of industrial process failures.
O’Mahony discovered that deep neural networks (DL) have demonstrated great success in the domain of large
data (Chen et al., 2019) and (Wolfert et al., 2017).

Projection methods (kernel methods, linear, non-linear and orthogonal projections to latent structures)
(Diez-Olivan et al., 2019) for the time-series dimensional reduction with adjustment of specific hyper param-
eters in Bayesian and regression can help the process feature extraction and make a more accurate prediction.
Bayesian search is an excellent approach for optimizing hyper parameters of models applied to fault diagnosis
as show the investigations of (Cabrera et al., 2020), (Pang et al., 2019) and (Ruiz-Sarmiento et al., 2020) ob-
tained good results with a predictive model using the Naive Bayes algorithm for the maintenance of industrial
machinery in the context of industry 4.0.

In systems composed of several complex processes it can be very difficult to carry out fault detection and
diagnosis. It may be useful to use the Fuzzy C-means clustering technique combined with the wavelet trans-
formation applied for the detection and diagnosis of operational failures of an industrial installation to separate
the most volatile component that is the methylcyclohexane contained in the mixture liquid. For noise reduction
in order to accurately determine the mapping of data to different kinds of faults in the Fuzzy Cmeans cluster
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distillation column in combination with the wavelet transformation for noise reduction in order to accurately determine the data mapping to different kinds of distillation column failures, giving better results than with the exclusive use of Fuzzy C-means (Azzaoui et al., 2019). These types of methodologies based on fuzzy logic are almost not integrated in the industrial sectors, either because companies doubt their benefits or there are inconveniences of integration in terms of cost and time. However, it may be that new research demonstrates its applicability and that companies increasingly adopt them (Diez-Olivan et al., 2019).

(Peres et al., 2018) proposes a generic framework for data analysis and real-time supervision for Industry 4.0 predictive manufacturing systems deployed in a 4-node cluster. The unsupervised algorithms in problems with high-dimensional data using clustering techniques (Han et al., 2012), (Luo et al., 2019), (Zhang et al., 2019) and outlier detection methods (Ramchandran and Sangaiah, 2018) are also effective. (Tsang and Kwong, 2006) propose a multi-agent intrusion detection system in industrial network using ant colony clustering approach and unsupervised feature extraction.

(Paolanti et al., 2018) proposes random forest for predictive maintenance in Industry 4.0.

6. Conclusions

Based on the review of the bibliography, several conclusions can be drawn about the state of the art of multi-agent systems that use machine learning techniques to detect anomalies in smart industry. First, that Industry 4.0 and intelligent manufacturing optimize manufacturing systems, reduce manufacturing costs, reduce the development cycle of new products, avoid failures and can count on fully integrated and automated production processes, with machines capable of self-administration and maintenance, which provide globally accessible information in real time through the Internet and different devices, facilitating the creation of cooperation networks with multi-agent architecture.

Another important aspect to consider is that to achieve this it’s necessary to train people with the skills required by these new technologies (data management and analysis, online simulation, computer-assisted production, programming or predictive maintenance).

In this article, literature was reviewed on multi-agent systems for the detection of anomalies in Industry 4.0 using machine learning techniques. The different machine learning algorithms for the prediction of anomalies within the Industry 4.0 paradigm have been discussed.

In conclusion, the potential of ML for the detection of anomalies and the capabilities of MAS for the coordination and resolution of complex problems answer the research question and implementation in the smart factory context.
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