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1. Introduction

In this paper we will study how multi-agent systems make a discrete-time consensus with a compromised agent. Each agent executes an update of the consensus with a possible delay. This delay allows us to model real world features, such as delaying entry into a robotic swarm to improve performance of the same. Asynchrony is present in most multi-robot systems in the real world. We study how the asynchrony can be used to change the point of agreement of the swarm, showing that by simply changing the update period or the initial delay, the agents can change their decision. In this way, distributed robot systems will show vulnerabilities that will serve us well:

a) Enable mitigation strategies to reduce the influence of an adversary.

b) Introduce delay to improve performance.

But first, let’s look at some interesting and important features about multi-agent systems. A multi-agent system (SMA) is a system composed of multiple intelligent agents that interact with each other. Multi-agent systems can be used to solve problems that are difficult or impossible to solve for an individual agent.

The set of all the agents is assigned a mission that can be decomposed into different independent tasks, so that they can be executed in parallel. Each agent has limited knowledge, and this limitation can be either the knowledge of the environment, the mission of the group or the intentions of the other agents. The problem arises as an objective that cannot be achieved by a single subsystem and needs the collaboration of others to obtain the solution. In the interactions between the different agents there are four key concepts:
• Communication: Ability of the agents to exchange information and knowledge in an understandable way.
• Coordination: A set of supplementary actions that can be performed in a multiagent environment to achieve an objective, and that an agent, with the same objectives, could not achieve by its own [Malone 1988].
• Cooperation: Mechanism by which agents, working together to achieve a common objective, define a strategy to achieve this objective.
• Negotiation: It allows reaching joint coordination decisions through explicit communication [Muller, 1996].

The applications of the agent paradigm can be classified into three classes [Dignum, 2004]:

• Open systems: The structure is capable of changing dynamically, that is, its components are not known first, change over time and can be heterogeneous.
• Complex systems: They are related to large domains and unpredictable. They use modularity and abstraction to deal with problems.
• Ubiquitous systems: They have the objective of improving a computer system by using computers available in a physical environment, normally distributed, but making it completely transparent to the user.

In the case of our example we could say that the most important feature in our agents is the negotiation and we could classify the system as an open system. Depending on the reasoning system they use, there are three major agent architectures that are: Deliberative, reactive or hybrid. In our case we are going to focus on deliberative architectures. The deliberative architectures use models of symbolic representation of knowledge, this means that they are based on the classical theory of planning [Maes, 1989]. The classical theory of planning is that there is a set of plans and from these, is part of an initial state to reach a final objective state that must be met. A deliberative agent contains a symbolic model of the world where decisions are made through logical reasoning mechanisms (based on pattern matching and symbolic manipulations).

To finalize this introduction, let’s have a general vision about the communication between the agents. Communication between agents allows them to synchronize actions, send and receive knowledge, resolve conflicts in the resolution of a task. The communication allows the coordination between a group of agents so that only those necessary actions are executed.

The agents use a communication language (ACL – Agent Communication Language) to communicate information and knowledge. They present two types of coordination that are global and individual. Global coordination: When the multi-agent system is able to determine and plan globally the actions of the different agents; and Individual coordination: When agents of the multi-agent system have total autonomy to decide what to do and resolve conflicts with other agents. In our case, the type of communication will be of an individual type.

2. State of the art

According to (Ramchurn et al., 2004) negotiation is a form of interaction in which several agents, who have conflicting interests and a desire to cooperate, attempt to reach a mutual agreement which is acceptable in the division of scarce resources. This paper is based on previous studies on multi-agent consensus systems, such as (Feng et al., 2017), which studies the effects that topology has on the system and its robustness, (Cheng et al., 2010), which explains a new consensus model to improve its reliability in wireless networks. One of the most interesting studies would be (Xiao et al., 2006) which deals with how topologies and variables linked to communication delay time affect. In this last study it is spoken of how when varying the times of communication between agents (communication time-delays) the information cannot reach other agents, reason why the system cannot reach a consensus asymptotically. Those deviations can lead to two potential scenarios, and adversary can take the advantage to move the agreement point toward a desired value or we can use it in our benefit using the Neglected Benevolence.
Neglect Benevolence is a concept that captures the idea that it may be beneficial for system performance if the human operator, after giving a command, waits for some time before giving a subsequent command to the swarm. This raises the important question of the existence of a calculation of the optimal time for the operator to give input to the swarm in order to optimize swarm behavior. Human operators are limited in their ability to estimate the best time to give input to the swarm. Therefore, automated aids that calculate the optimal input time could help the human operator achieve the best system performance.

In (Parsons et al., 2000) and (Parsons et al., 2001) it is described as a search process within potentials agreements with the purpose of finding a solution that satisfies the requirements and stakeholder preferences. For (Huhns et al., 1999) negotiation is a process through a number of agents make a decision together, each one trying to comply an individual goal. A similar vision can be found in (Rosenschein et al., 1994), where negotiation is seen as a form of joint decision making, where two or more parties make decisions a search in a space for possible solutions with the aim of reaching an agreement.

It is clear that studies on negotiation have not arisen exclusively in the field of the artificial intelligence but has been a subject widely studied by other disciplines: philosophy, economics, psychology, mathematics, among others. And as can be imagined, many negotiation models are based on these works. For example, mathematics has made a great contribution to game theory (Neumann et al., 1947) or (Nash et al., 1950) which is the basis of most of the negotiating models for e-commerce.

3. Architecture proposal

In this paper, the problem where an indeterminate number of agents reaches a consensus on the value of a variable of interest. For this purpose, the agents have access to the information of their neighbors (given the agent $a_n$, $a_n$ has access to the information of $a_{n-1}$ and $a_{n+1}$). Every agent sends information to the neighbors periodically (every agent has their own period). If the period and the initial delay changes, the agreement point can move close to a preferred value.

In this example (with 3 agents + one coordinator) the communication between the agents is shown by means of messages in order to carry out a negotiation and finally reach an agreement, the sniffer checks the passage of messages between agents which use request and inform to carry out the communication.
In the lines 18, 19 and 20 the coordinator sends a signal, so the other agents can start with the negotiation. After that lines the negotiator agents start to communicate with each other, trying to reach a consensus on the value of a variable. As can be seen in Figure 2 there are 2 classes of agents which are used to resolve the problem:

1-Class: Agente_Generador_1_6

The class Agente_Generador_1_6, generates a random value and stores it on a variable where we want to reach a consensus. This type of agent get the value from other agents in order to find a value that satisfy the group of agents. This type of agent uses the behaviors OneShotAgenteComienzo and OneShotNegociaciones.

2-Class: Agente_Coordinador_7

The class Agente_Coordinador_7 receive the number of agents we want to use and waits until every agent is ready to start the consensus. This class use the behavior OneShotAgenteCoordinador.

1-Class: OneShotAgenteCoordinador

This class is the one that coordinates the agents at the beginning of the execution, it waits until the agents are ready.

2-Class: OneShotAgenteComienzo

It waits until the Coordinator send the signal to indicate that the other agents are ready.
3-Class: OneShotNegociaciones

After the negotiator agent receive the signal to start this behavior starts running to accomplish the consensus.

Figure 2 Class diagram of agent types

Figure 3 presents a class diagram of the behaviors used in the agents explained above.
4. System Analysis

A multi-agent system has been implemented for the simulation of a collaboratory agreement reaching algorithm. The goal of the simulation is to prove the effectiveness of the algorithm for obtaining an agreement on the value of a number, in a multi-agent environment. The algorithm involves several steps which can be summarize in the following description of a use case:

The agents start the decision process with a random number which will be communicated to the rest of agents. Depending on the mean for all the responses, each one of the agents will propose another random number, closer to the value mean value calculated before. This process will repeat until an agreement is reached.

There are two different agents (Figure 2), that implement behaviors, involved in the decision process. The first type of agent, of which only one instance is created, will hold the role of coordinator agent. This agent will act as arbitrator between the rest of agents. It will be the first to launch itself and will ask how many generating agents are going to participate so that later, when they join, they can organize themselves and start their executions at the same time.

The second type of agent is the generating agent. At least two instances of this type will be created, which will be in charge of reaching an agreement. They present two OneShot behaviors (Figure 3) that will be launched sequentially. The first behavior is used to contact the coordinating agent and when the rest of agents are ready, the coordinating agent can pass them to the execution. The second behavior to be executed once the coordinating agent gives them step, is the negotiation. The second behavior will not end until everyone has reached an agreement. Each agent will propose a random number that will be communicated to the rest, and with that information will calculate the mean value for the proposals of the rest of the agents, including the proposal made by itself; then it will give a result. This result is compared with the initial proposal in order to determine if an agreement has been reached or else, the value has to be changed in order to move towards a common value in the following iterations of the algorithm.

Figure 3 Class diagram of behaviors
Several tests have been carried out with different number of agents to see the performance of the proposed algorithm in regard to number of participants in the negotiation process. All tests are performed with a range of values from 0 to 1000. A total of 9 tests have been done with each configuration. In (Figure 4) can be seen the number of attempts made by the agents vs. the number of agents in the swarm. It is clear that with low number of agents the performance increase.

5. Conclusion

As seen in (Nagavalli et al., 2018) using the discrete-time consensus protocol, can be influenced changing the initial delay and update periods. We have seen that this influence can have two different effects, one of them is that an adversary can take advantage to lead the swarm to an agreement point closer to the adversary desired value. The other effect is the Neglected Benevolence, a condition where we can improve the performance of the swarm by changing the time between inputs or updates to a specific one.

The agents presented in this paper can communicate only to its neighbors to send the updates periodically. The two types of agent (Figure 2) used is one coordinator (it waits until every agent joins the swarm) and some generators (generate a random value and starts the consensus protocol).

As we have seen in the tests the best performance is achieved with a low number of agents, but this performance has a b-side, good independence of the swarm is hard to achieve with a low number of agents.
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