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Completely autonomous vehicles in traffic should allow to decrease the number 
of road accident victims greatly, and should allow gains in terms of performance 
and economy.  
Modelling the vehicles interaction, and especially knowledge sharing, is one of 
the main challenges to optimize traffic flow with autonomous vehicles. 
We propose in this paper a model of knowledge communication between mobile 
agents on a traffic network. The model of knowledge and of interaction enables 
to propagate new knowledge without overloading the system with a too large 
number of communications. For that, only the new knowledge is communicated, 
and two agents communicate the same knowledge only once. Moreover, in order 
to allow agents to update their knowledge (perceived or created), a notion of 
degradation is used.  
A simulator has been built to evaluate the proposal, before to implement it in 
mobile robots. Some results of the simulator are proposed in this article. 

   

1 Introduction 
In many studies on traffic supervision, the optimi-

zation of traffic flow as well as new road infrastruc-
ture [BAZZAN, A.L. 2005], attempts to deal with 
collective interests and individual interests.  

We think that completely autonomous vehicles in 
traffic should allow great decrease in the number of 
road accident victims, and should allow gains in 
terms of performance and economy. Developing 
models of the interaction among the different vehicles 
is one of the main challenges to optimize traffic flow 
with autonomous vehicles [DRESNER & STONE 
2008]. 

The simulation of traffic is often used to evaluate 
traffic flow optimization methods. 

In the area of road traffic simulation, two ap-
proaches allow management policies for scheduling 

vehicles flows: centralized approaches and distributed 
approaches (behavioural approaches).  

 
In centralized approaches for traffic simulation, 

the first traffic flow models were mathematical. Such 
a model allows, for instance, a highway traffic situa-
tion to be modelled using car-following laws, which 
are, in fact, differential equations that are obtained 
empirically through regression using data collected at 
currently operating road sections [LIEBERMAN & 
RATHI 1997]. Even now, most of the microscopic 
simulations use the car-following law to model in-
line driving, while the specific case of the intersection 
is managed using centralized scheduling techniques. 
In these applications, each vehicle approaching the 
intersection is placed in a virtual queue - one for each 
branch of the intersection. This search process is 
called “gap acceptance”. For instance, Vissim 
[VISSIM 2005] has a "yellow box" parameter, which 
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allows users to define a minimal speed that the vehi-
cles inside the intersection must respect so that other 
vehicles can enter the intersection. These traffic 
simulation tools assume that a centralized scheduler 
makes decisions for each vehicle and lets enter the in-
tersection only when their trajectories are not in con-
flict. The simulated behaviours of individual drivers 
produced by schedulers are not always realistic, and 
thus many traffic phenomena can not be simulated 
(e.g., traffic signals violation and traffic congestion 
inside the intersection).  

 
The behavioural approach considers traffic as an 

emerging phenomena resulting from actions and in-
teractions of the various traffic system actors (e.g., 
car drivers, pedestrians, road operators). The behav-
ioural approach aims to accurately model and repro-
duce the behaviours and interactions of the simulated 
entities in order to obtain realistic traffic phenomena. 
The realism of the emergent traffic also depends on 
the distribution of behaviours among the set of simu-
lated entities (i.e., heterogeneity of the individual 
practices). Different models have been developed for 
building this traffic: cellular automata approaches 
[RUSKIN & WANG, 2002], robotic inspired ap-
proaches [REECE & SHAFER, 1993], multi-agent 
approaches [BAZZAN, 2005, 2010; DRESNER & 
STONE, 2008; KETENCI et al. 2010; VASIRANI & 
OSSOWSKI, 2011].  

The principal advantage of this behavioural model 
is that simulation conditions can be dynamically 
modified (the degree of visibility which results from 
the weather, the driving preferences of the human 
driver, the characteristics of the autonomous vehicle 
– cars, lorries, buses, pedestrians etc.) as can the road 
equipment (traffic signals, traffic signs, etc.). 

So, in the context of a project that aims at study-
ing the impact of information communication be-
tween drivers and infrastructure or elements of the 
environment (like shops, car park for instance), we 
turn to multiagent systems to propose a simulator of a 
traffic network. 

 
The next section of the paper presents a synthetic 

state of the art relative to the problem of trust inher-
ent to the communication of knowledge between au-
tonomous entities. 

Next, our architecture of the multiagent system 
used to share knowledge between mobile agents1 
proposed. 

The section 4 presents the simulator of road traf-
fic, and the case study that we used to validate our 
proposal. 

The last section draws our conclusions and gives 
some perspectives for future research. 

 

2 Knowledge communica-
tion between autonomous en-
tities 

Communication of knowledge implies classically 
to take care of the confidence about this knowledge. 

 If an agent a that has a current knowledge set 𝛽! 
receives a new knowledge b, this new knowledge can 
be:  

- from a doubtful origin: the knowledge comes 
from an unknown agent, or without the re-
quired signature. In this case, it is necessary 
to exchange with a standard (like FIPA-
ACL) communication language. The use of 
ontology can give a kind of guarantee that 
the sender is a “good agent”. If necessary, 
the use of a particular signature could avoid 
“hacker agent” to send information. 

- inconsistent: the receiver of the knowledge b 
is unable to store it in its own knowledge 
without getting an inconsistency; ( 𝑏 ∪
𝛽! =   ∅). This inconsistency can lead either 
to the reject of 𝑏, or a revision of 𝛽! so that it 
accepts 𝑏, or a categorization of the sender as 
a “suspicious agent”. 

- out-of-date: dynamic environment implies to 
date the knowledge about it, about events. 
When the knowledge 𝑏 is received by an 
agent, if it deals with an element 𝑏! stored in 
this agent, this latter has to check if the date 
of the received knowledge is newer than its 
own knowledge before accepted it. 
 

About the doubtful origin of the information and 
more generally, the security in MAS, the recent sur-

                                                                    
1 In the following, "mobile agents" mean agents that 

represent mobile entities (and not especially mobile code).  
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vey in [JUNG, Y. et al. 2012] gives details on the ac-
cess control and trust/reputation existing solutions. In 
centralized models, trust and reputation measures re-
sult from aggregating rankings about the information 
sources, in a discrete form as what is proposed to us-
ers by e-commerce sites, or in the form of a probabil-
ity expectation value (see the approaches reviewed in 
[JOSANG, A. et al. 2007]). In distributed systems, 
reputation and trust are subjective properties 
[PINYOL, I. & SABATER-MIR, J. 2011]: each agent 
builds its own representation of the others' credibility. 
For our application to traffic simulation, we will as-
sume that the agents are cooperative and well func-
tioning.  

About the knowledge inconsistency, the problem 
is to corroborate information in checking them 
against multiple sources. Regarding this issue, many 
studies are currently realized in the two domains of 
the wireless sensor data [KHALEGHI, B. et al. 2011] 
and the Web information fusion and integration 
[YAO, J. et al. 2008]. Knowledge consistency is a 
pertinent problem in the traffic context, but not the 
central point of our current study.  

In a first attempt, our work is focused on the out-
of-date problem that concerns the time-dependent re-
liability of the knowledge. The problem of the out-of-
date data is tackled in the information system domain 
as the information freshness [BOUZEGHOUB, M. 
2004]. Information freshness describes how old is the 
received data and/or their currency with respect to 
their sources. It is a key factor for the information 
quality, especially in the context of distributed sys-
tems, composed of autonomous data sources. One of 
the approaches that can contribute to the information 
quality is time stamping. However, unlike the meth-
ods in which timestamp is used to ensure the quality 
of the sources, e.g. [JATOWT, A. et al. 2011], we use 
timestamp at a more detailed level, to ensure the 
quality of every data exchanged.  

 

3 Model of communication 
between mobile agents in a 
network 

Fast communication of knowledge between mo-
bile agents along a network can be done: directly, by 
messages exchange, when agent are physically close 

enough to communicate; or indirectly through the en-
vironment (generally the nodes are used to store / 
read information). We think that a node should be 
more pro-active and should have the opportunity to 
choose to communicate some information to some 
agents chosen according to its knowledge. So we 
propose a third method in which some non mobile 
agents are located at the nodes and communicate with 
mobile agents that are close enough to receive mes-
sages. Moreover, we can easily argue that to give to 
the nodes the possibility to interact with one another 
would ameliorate efficiency to the propagation of in-
formation along the network. 
 
Multilevel architecture. 

In order to allow the three kinds of communica-
tion (`mobile-agent-to-near-mobile-agent',  `mobile-
agent-to-near-node'  and `node-to-near-node'), and to 
allow communication between distant mobile agents 
and distant nodes, we use a multi-level architecture, 
inspired from holonic principles. 

We have already used this kind of architecture for 
the simulation of a flexible assembly cell, in order to 
correct myopic behaviour of mobile and autonomous 
shuttle [ADAM et al. 2011]. 

At the bottom of the system (level 0), we have the 
mobile agents. At the level 1, there are the node 
agents, which can schedule, manage conflicts be-
tween `mobile agents' that have to cross them.  These 
agents (mobiles and nodes) and the environment (the 
network) are included in the `network agent' that rep-
resents the multiagent system (cf. Fig. 1.a). 

Including ‘node agents’ leads to two possible or-
ganisations depending on the activity of these agents: 

- ‘node agents’ have only a communicating 
behaviour, so they are at the same level as 
‘mobile agents’ (cf. Fig. 1.b) 

- ‘node agents’ can schedule, manage conflicts 
between ‘mobile agents’ that have to cross 
them. (cf. Fig. 1.c). 

 

 
Fig.	  1	  Organisations	  of	  mobile	  agents	  on	  a	  network	  

 
The communications between agents do not really 

follow the holonic rules that impose communications 
between agents of a same layer or between an agent 

network agent mobile agent node agent

a) b) c)
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and its responsible. Indeed, in our case each agent can 
interact with all agents that are in its ‘vision field’; 
therefore a communication between a mobile agent 
and another mobile agent that is enclosed in a node 
agent is possible.  

The Figure 2 presents an extract from a screenshot 
of a traffic simulator that we use to test knowledge 
communication between cars; ‘mobile agents’ are 
represented by ‘vehicle agents’, ‘node agents’ are 
represented by ‘crossroad managers’. 

 

 
Fig. 2. Example of application in road traffic. Mobile 

vehicles agents interact between others and with the cross-
road (node) agent if they are close enough. 

 
 

Elements of knowledge model. 
We give here just some elements of how the mo-

bile agents manage the exchanged knowledge. A 
knowledge is a partial view of the environment or of 
the other agents, namely for a given object o of the 
environment (the traffic network for example); it is 
(generally) an incomplete copy of it, so it is a repre-
sentation of o with missing attributes and methods. 

If 𝒪   is the set of objects of the environment, an 
object o is defined by its identity, its attributes and 
functions: 

 

o   =
!",

!""#$%&"'(!  !   !!!  ,…,!!! !!!,
!"#$%&'#(!  !   !!!,…,!!! !!!

  (1) 

 
If 𝑜!!  is a partial representation of o for the agent a, 
the cardinalities of the set of attributes and functions 
of 𝑜!!  are lesser than those of the object o: 

𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠!!   ≤ |  𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠!| 
and 

𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠!!   ≤ |  𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠!| 
 
We define a knowledge 𝜅!! (cf. def. 2) on an object o 
for an agent a by: 

- 𝑜!! , a partial view of o from a; 
- 𝑑𝑎𝑡𝑒!! , the date when the knowledge has 

been created or updated (by a or by another 
agent if the knowledge has been received);  

- 𝑏𝑢𝑖𝑙𝑑𝑒𝑟𝐴𝑔𝑒𝑛𝑡!! , the `builder' of the 
knowledge (name of the agent that has cre-
ated/updated the knowledge from its per-
ception); 

- 𝑠𝑒𝑛𝑑𝑒𝑟𝐴𝑔𝑒𝑛𝑡!! , the `sender' of the 
knowledge (name of the agent that could 
have sent the knowledge to a); 

- 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐴𝑔𝑒𝑛𝑡𝑠!!! , the list of agents to 
whom the knowledge has been sent by a; 

- 𝑠ℎ𝑎𝑟𝑒𝑎𝑏𝑙𝑒!!! , the fact that the knowledge is 
shareable or not by a. 

 

𝜅!! =
𝑜!! ,𝑑𝑎𝑡𝑒!! , 𝑏𝑢𝑖𝑙𝑑𝑒𝑟𝐴𝑔𝑒𝑛𝑡!! , 𝑠𝑒𝑛𝑑𝑒𝑟𝐴𝑔𝑒𝑛𝑡!!

, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐴𝑔𝑒𝑛𝑡𝑠!!! , 𝑠ℎ𝑎𝑟𝑒𝑎𝑏𝑙𝑒!!!     
(2) 

 
The notions of date!!  and of receiverAgents!!!  

allow to decrease the number of communications. In-
deed, when the agent a perceives, from its perception 
function, an image of a new object o, it creates the 
knowledge 𝜅!!, stamped with the date of creation. 

When the agent a receives from another agent b a 
knowledge on the object o, a replaces its knowledge 
only if the 𝑑𝑎𝑡𝑒!!  in 𝜅!! is newer than the one in 𝜅!!. 

If b is close enough to send its knowledge to a, re-
ciprocally a can send its knowledge to b. Their inter-
action is used to create a common representation 
based on knowledge sharing. The most recent 
knowledge on the object o is preferred to any previ-
ous knowledge on the same object, no matter which 
is the information sender (no notion of trust here). As 
a consequence, when two agents meet, at the end of 
the communication, they own the last known repre-
sentation of the object o. 

When an agent (a) sends some knowledge on o to 
another (b), it adds this agent to its set of receivers 
(  𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐴𝑔𝑒𝑛𝑡𝑠!!! ← 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐴𝑔𝑒𝑛𝑡𝑠!!!   ∪    𝑏   ). 

Each time an agent receives a new version of an 
information, its set of agents to which this infor-
mation has been sent is emptied  (𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐴𝑔𝑒𝑛𝑡𝑠𝜅𝑜𝑎 ←

  ). 
This allows to decrease the number of communi-

cations; for instance, when a and b meet many times 
(for example, if they follow the same path), the com-
munication about a given knowledge is done only 
once. 
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4 Simulation of knowledge 
communication in a traffic 

We illustrate our proposal on a traffic road simu-
lator that we have developed in the context of a pro-
ject (Plaiimob : a simulating Plateform dedicated to 
Mobility services)  of CISIT (for International Cam-
pus  on Security and Inter modality in Transports). 

The aim of this project is to allow vehicle-to-
vehicle (V2V) communication to allows drivers to 
automatically exchange data about their environment 
(incident/traffic jam on a road, information about off-
street parking …) [POPOVICI, D. et al. 2011]. 

We developed a traffic road simulator with the 
Jade Platform2: 

- The environment is a traffic network in the 
OpenStreetMap format3 (OSM). 
This allows us to use true traffic networks, 
or to define our own maps in order to test 
particular situations. 

- The classes of agents are: the Person-
nageAI agent class (it allows to simulate 
the behaviour of a driver), the CrossRoad-
Manager agent class (it allows to manage 
the priorities at a crossroad according to the 
road signs), the ObserverAgent class (that 
allows to draw statistics from the simulat-
ing exercise). 

- The roles played by the PersonnageAI are: 
RandomBehaviourRole: to represent a 
driver that moves randomly on the traffic; 
BusRole: to represent a driver that starts 
from a particular point and has to reach an 
objective, by linking some bus stops, at ear-
liest;  EmergencyRole: to represent a driver 
of an ambulance, firetruck, for instance, 
that has an objective to reach as soon as 
possible. 

- The roles played by the CrossRoad Manag-
ers are linked to the road signs or traffic 

                                                                    
2 See the web site of the Jade platform: 

http://jade.tilab.com/ 
3 OpenStreetMap is a collaborative project that allows 

to edit free maps of the world; with free tools, it is possible 
to use maps of a particular region/town/part of town in or-
der to simulate traffic on a representation of the real world. 
See the web site of the OpenStreetMap project: 
http://www.openstreetmap.org/ 

lights associated with them. We defined 
some roles like: FifoCrossRoad (the first 
vehicle arrived in a queue of the crossroad 
`receives' a green light); ClassicTraffic-
LightRole (emulation of classical traffic 
lights at each entry of the crossroad); 
AITrafficLightRole (based on the Clas-
sicTrafficLightRole, it gives the priority to 
the street from which an emergency vehicle 
arrives (the associated traffic light goes on 
green light) …).  

Jade has been chosen because the aim of the pro-
ject is to test our proposal on a real case, with agents 
embedded in the smart-phones of the drivers.  

So we aim at reusing some classes of the simula-
tion to build agents and their roles. 

 
Communication of incident. 
In order to test the benefit to have a V2V commu-

nication, we present here a small case study that in-
cludes 2 bus lines (A and B), with one bus for the line 
A (bus1a) and 5 bus of the line B (bus2a, …, bus2e); 
and five cars that travel randomly on the network 
(randomCar1, …, randomCar5). 

The Fig. 3 shows the map used in this context. 
The bus of the line A starts from `SA', and has to 
make loops between the bus stops `BS-A1' and `BS-
A2'. For the buses of the line B, they start from `SB', 
and have to make loops between the bus stops `BS-
B1', and `BS-B2'. `SR' is the starting point of the cars 
that travel randomly. 

 

 
Fig. 3. Map of Traffic Roads used in the case study.  

The buses have to stop on the right side of the road.  
One road is prone to incident risk 

 
We used three different scenarios. In the first sce-

nario, there is no incident; all the vehicles travel as 
they planed. In the second scenario, we add an inci-
dent on the road with incident risk before bus1a 
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reaches it, and vehicles do not communicate infor-
mation. In the third scenario, buses and cars are able 
to exchange knowledge. The incident causes a tail-
back on this road, and the speed limit is divided by 2 
(so it becomes 35 km/h maximum). 

Initially, each mobile agent knows the map of the 
traffic road, with the initial speed limit. 

Each time a mobile agent reaches a road, it up-
dates its knowledge if needed: if the perceived state 
of the road implies a modification of the speed limit 
(due to an incident, or traffic jam, for example), a 
knowledge is created and stored; if the perceived road 
exists in the knowledge, the knowledge is updated 
(the date is updated, the state of the road is modified 
if necessary). 

If no incident is signalled, but if the agent took at 
least twice more time to exit the road than what it 
predicted, it records a tailback event in its knowledge. 
Each ‘PersonnageAI’ with the role ‘BusRole’ is able 
to compute the shortest path to its next objective with 
the Dijkstra algorithm [DIJKSTRA, E.W. 1959]. The 
best path, without incident, for A is to make a double 
loop (a ‘8’) : from ‘SA’, the bus goes by the road 
with the ‘incident risk’; then to ‘BS-A1’; then it takes 
the road limited to 90 km/h; takes again the ‘incident 
risk’ road; to reach ‘BS-A2’ and repeats its round. 

For the buses of the line B, the best path starts 
from ‘SB’; goes to ‘BS-A1’; takes the ‘incident risk’ 
road to reach ‘BS-A2’. The buses take next the fast 
lane to repeat their round. 

 

 
Fig. 4. Screencopy of the Traffic Roads Simulator. 

bus2b is selected;  
the red arrow shows the roads where it plans to go.   

The disc around bus2b represents its communicating zone. 
 
In scenario 3, we choose to put an incident at the 

beginning of the simulation; bus1a, which does not 
know this fact, travels on the route with incident. It 

informs all the agents that it meets during its move. 
bus2b is the first informed by bus1a, it computes a 
new best path and chooses another road than the one 
taken by bus2a. 

On Fig. 4, the green arrow shows the road took by 
bus2a, the red arrow shows the road took by bus2b 
(and its followers) that met bus1a. 

Without communication between vehicles, the lost 
time when an incident occurs on the ‘incident risk’ 
road is 7 time units on average. The communication 
of information, in the particular case study, results in 
a timesaving of about 4 time units. 

The table 1 shows the results issued from the three 
scenarios. Without communication between vehicles, 
the lost time when an incident occurs on the ‘incident 
risk’ road is 7 time units on average. The communi-
cations of information, in the particular case study, 
result in a timesaving of about 4 time units. 
 
Classes Scenario 1 Scenario 2 Scenario 3 
bus1a 1:31 tu 1:38 tu 1:38 tu 
bus2a 0:48 tu 0:57 tu 0:56 tu 
bus2b 0:50 tu 0:56 tu 0:52 tu 4 
bus2c 0:50 tu 0:56 tu 0:53 tu 5 
bus2d 0:51 tu 0:55 tu 0:52 tu 5 
bus2e 0:48 tu 0:56 tu 0:51 tu 5 

Table. 1. Result issued from simulation of the three  
scenario (in time units (tu)) 

 
 
Communication of incident repairing. 
In the simulator, when a incident is removed from 

a road, this one goes back to its initial speed limit. If 
all the buses have got the knowledge that an incident 
has occurred on the road, they will never take this 
road again. They could get the information about the 
repairing only if a vehicle with a RandomBehaviour-
Role takes this road and meets the buses. 

Results from the simulation about this propagation 
of incident repairing are not really pertinent, because 
it depends on the random choice of path by the vehi-
cles. 

So if a simulation does not include ‘random cars’, 
once a path is declared ‘with incident’, and once the 

                                                                    
4 bus2a arrives on the ‘incident risk’ zone before meet-
ing bus1a. 
bus2b,. . . ,bus2e receive a new knowledge from bus1a 
(incident on the road) and recompute a best path to join 
‘BS-B2’.	  
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event has been propagated to all mobile agents, the 
path is neither reused. It is important to allow agents 
to be informed about a repairing; so it is important to 
allow at least one mobile agent to perceive this re-
pairing. A mobile agent, having the information that 
an incident has occurred on a path, has to decide to 
take it, after some time. 

We introduce a notion of degradation, in the defi-
nition of a knowledge 𝜅!!. We define 
𝑑𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛!!  as a coefficient of the reliability of 
the knowledge (if t is the elapsed time since the crea-
tion/update of the knowledge, the confidence that a 
has on it is: 𝑡𝑟𝑢𝑠𝑡_𝜅!   =   1   −   𝑡  ×  𝑑𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛!! ). For 
a knowledge 𝜅! ,if 𝑡𝑟𝑢𝑠𝑡!! ≤ 0,then the agent does 
not take into account this knowledge to compute the 
best path to its next objective; and the knowledge is 
not sent to other agents. 

If 𝑑𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛!! = 0, then the knowledge 𝜅!  is 
perennial; if a 𝑑𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛!! = 0.1 then the 
knowledge 𝜅!  exists for 10 tu (time-unit). 

The degradation coefficient for the knowledge is 
strongly dependent of the case study. Here, due to the 
light complexity of the traffic network used, as a bus 
needs 2.2 tu to make a loop, we fix the degradation 
coefficient of the knowledge about an incident at 1/3 
tu. This allows a bus to try to pass by the ‘incident 
road’ after 3 loops; if the incident is always on the 
road, the date of the knowledge is updated, and the 
new knowledge is communicated to each vehicle met 
by the bus. 

One perspective of this work could be to automat-
ically define the degradation coefficient from obser-
vation during the simulation. 

 
Propagation of knowledge. 
In order to improve the diffusion of knowledge, 

we propose to use agents linked to the nodes of the 
network (here, these agents are the CrossRoad Man-
agers). The organisation of the MAS follows the one 
presented in (cf. Fig. 1.c). 

When a mobile agent decides to communicate its 
knowledge, it includes the local node agents in its po-
tential recipients. All nodes are not necessary 
equipped with node agents, but in the case study, a 
CrossRoad agent is located to each crossroad. When a 
vehicle detects a problem on the road it reaches, the 
vehicle informs all the agents inside its perimeter of 
communication. The crossroads at the beginning and 
the end of the road receive the information. When 
another vehicle approaches the road, the crossroad 

where the vehicle arrives communicates the 
knowledge on the road incident/repairing. The vehi-
cle is able to recompute its best path, and to choose 
another road. 

We defined thus a fourth scenario with crossroad 
manager agents able to communicate knowledge. The 
results of the simulation is the same as for the scenar-
io 3, except that all the line B buses, even the first, 
‘bus2a’, are informed about the incident. Indeed, 
when the Line A bus ‘bus1a’ detects the incident, it 
sends this knowledge to each crossroad agent it 
meets. These ones send the knowledge to the others 
crossroad manager agents linked to them (as said 
previously, an information can be received several 
times by an agent, from different senders but it is 
stored only once and sent only once to a particular re-
cipient). 

 When the first bus of line B arrives at the entry of 
the damaged road, it is already aware of that fact and 
is able to compute a best path to reach its goal by 
avoiding the road. 

The communication of knowledge through cross-
road managers is very interesting, regarding the 
communication of incident repairing, when vehicles 
with the RandomBehaviourRole are used in the simu-
lation. Indeed, the information is propagated immedi-
ately once a first vehicle takes the road by chance. 
Without the presence of such vehicles in the simulat-
ing exercise, the benefit of having communicating 
crossroad managers is not relevant, regarding the 
communication of incident repairing, because the 
knowledge is degraded relatively in the same way in 
all mobile agents. 

We plan to enhance the information sent by the 
crossroad agents: when a car informs a crossroad 
agent about its desire to take a particular road, the 
crossroad manager sends the number of agents that 
have already taken this road in a near past. So the 
mobile agent can choose to pursue its initial plan, or 
to recompute a new best path. 

 
 

5 Conclusion 
In order to allow the propagation of knowledge 

between mobile agents, with a minimum of ex-
changed messages, we propose an architecture, a 
model of knowledge and a model of communication. 
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In the first results presented in this paper, we 
make the assumption that all the agents are coopera-
tive, and no deficient; that is to say that they cannot 
send wrong knowledge, voluntary, or not (if a sensor 
has a dysfunction). 

In our current approach, the trust on a knowledge 
depends only on the date from which the knowledge 
has been updated or created. We plan to introduce the 
notion of trust that depends of the sender; for exam-
ple, if an agent sends a knowledge that is not coherent 
with the information from other agents, these latters 
can decide to put in quarantine the faulty agent, like 
in [VERCOUTER & JAMONT, 2011] for example. 
In order to decide to integrate new knowledge about 
object o, an agent should, at first, collect data from 
multiple sources, to be able then to evaluate their co-
herence. This would decrease the risk due to dysfunc-
tional or malicious agents, but would increase the de-

lay before the agents take into account the occurrence 
of an incident in the traffic. This is, we think, a inter-
esting issue when mobile agents evolve in a dynamic 
environment like traffic road. 
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