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KEYWORD ABSTRACT
Markov decision Inland waterway management is likely to go through heavy changes due to an expected
processes; Inland traffic increase in a context of climate change. Those changes will require an adaptive

and resilient management of the water resource. The aim is to have an optimal plan for
the distribution of the water resource on the whole inland waterway network, while
taking into account the uncertainties arising from the operations of such a network.
A representative model using Markov decision processes is proposed to model the
dynamic and the uncertainties of the waterways. The proposed model is able to
coordinate multiple entities over multiple time steps in order to prevent an overflow of
a test network. However, this model suffers from a lack of scalability and is unable to
represent real case applications. Advantages and limitations of several approaches of
the literature to circumvent this limitation are discussed according to our case study.

waterway network;
Large-scale systems

1. Introduction

Climate change is a major concern in the modern society. It has been emphasized by the agreement of the COP21
signed in Paris the 12th of December 2015. The impact of climate change on the inland waterway network
and traffic has been widely studied (EnviCom, 2008; IWAC, 2009; Arkell and Darch, 2006; Bates et al., 2008;
Wanders and Wada, 2015; Beuthe et al., 2014; Pachauri et al., 2014). The general agreement is that the intensity
and occurrence of flood and drought periods will increase. Furthermore, the fluvial traffic is expected to grow by
35% by 2050 (Beuthe et al., 2012).

Designing strategies to manage the inland waterway network that take into account those new constraints is a
priority for the inland water managers. Inland waterway networks are large scale systems built by humans to
responds to their needs. They have strong interactions with their natural surroundings. Under the hypothesis of a
complete knowledge of these interactions, approaches of adaptive management of inland waterway network in a
context of climate changes have been proposed in (Nouasse et al., 2015; Nouasse et al., 2016) using constraints
satisfaction problems or quadratic optimization techniques (Duviella et al., 2016). However most of those
interactions are only partially known. They are illegal rejects, exchange with groundwater tables, influence of
local weather phenomena, ... The management of such networks is subject to numerous uncertainties. For these
reasons, an approach based on a stochastic modeling seems more suitable.

The objective is to design an adaptive and resilient management strategies for the inland waterway network,
in a context of climate change and traffic increase. In this article, a stochastic modeling of the inland waterway
network based on Markov Decision Process (MDP) is proposed to optimize the planning of the water resource
distribution across all the networks while taking into account all uncertainties inherent to their functioning. MDPs
are widely used in the planning of stochastic models. They can model the evolution of uncertain systems and lead
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to optimal planning for all possible configurations of the model. However, their use is hampered by resolution
difficulties, especially due to the size of the search space. In a majority of applications, they induce intractable
models. Obtaining the optimal control policy requires specific resolution algorithms (Boutilier et al., 1999; Nair
et al., 2005).

In this application, the complexity comes from the size of the inland waterway network and the numerous
possibility of water displacement. Indeed, it is required to consider the set of joint actions (water displacement)
and the set of possible configurations of the inland waterway network. This induces a combinatorial explosion of
the number of states. This paper aims firstly to describe the modeling of inland waterway network with MDP,
which to the best of our knowledge has never been used in the context of fluvial transport. Then, the limitations
of such a modeling are shown and different approaches to circumvent those limitations are discussed.

The problematic of managing an inland waterway network in a context of climate change and traffic increased
is presented in section 2. A naive modeling of the network using MDP is proposed in section 3. In section 4,
the study of two reaches will help illustrate the proposed approaches and its limitations. Finally, section 5 is
dedicated to the description and comparison of various MDPs derivatives to eliminate those limitations.

2. Inland waterway network management

An inland waterway network (see Figure 1a) is a large-scale system, mostly used for navigation. It provides
both economic and environmental benefits (Mallidis et al., 2012; Mihic et al., 2011) while providing quiet,
efficient and safe transports of goods (Brand et al., 2012). It is mostly composed of interconnected canalized
rivers and artificial channels, divided by locks. Any part of a river or channel separated by at least two locks is a
navigational reach. For the sake of simplicity, a navigational reach will be called reach on the rest of this paper.
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Figure 1: Figure representing waterway and navigation rectangles.

The primary objective of the waterway manager is to maintain a respectable water level in all reaches to
allow navigation. This level must respect the conditions defined by the navigation rectangle (see Figure 1b) and
be as close as possible from the Normal Navigation Level (NNL). The lower and upper bounds of the navigation
rectangle are called respectively Lower Navigation Level (LNL) and Higher Navigation Level (HNL)

In normal situations, having a boat crossing a lock is the main disturbance of the water level, since using a
lock drains water from the upstream reach towards the downstream reach. Furthermore, the water level is also
affected by ground exchanges, natural rivers, weather and other unknown factors, like illegal discharges. Locks
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are not dedicated to control the water level. Structures, such as gates or dams are used to send water downstream
and when available pumps can be used to send some upstream. Those are the main structures used to displace the
water resource between the reaches of the network.

Navigation is only allowed during the daytime, with few exceptions, notably on Sunday. Reaches management
is based on human expertise gathered over time. However, the current management strategies should be heavily
impacted by new constraints due to climate change and traffic increase. The goal is to anticipate the impact
of those constraints by designing adaptive and resilient management approaches to ensure in each point of the
network and at each instant the navigation requirements. It requires to determine a global planning for the
water distribution on the whole network by taking into account the uncertainties of climate events and of the
navigation demand. Planning the allocation of the water resource with a horizon of several time steps allows
better anticipation of possible events. Information on the current state of the waterway network can be collected
in real time through a network of level sensors equipping the reaches.

3. Markov Decision Process

3.1 Definition

Markov Decision Process (MDP) is a generic framework modeling control possibility of stochastic dynamic
system as probabilistic automaton. The framework is well adapted to the waterway network supervision since
the state of the network is fully observable (in terms of water volumes) and the control is uncertain due to
uncontrolled water transit.

A MDP is defined as a tuple (S, A, T, R) with S and A respectively, the state and the action sets that define
the system and its control possibilities. 7" is the transition function definedas 7' : S x A x S — [0,1]. T'(s, a, )
is the probability to reach the state s’ from s by doing action a € A. The reward function R is defined as
R:Sx Ax S — R, R(s,a,s') gives the reward obtained by attaining s’ after executing a from s.

A policy function 7 : S — A assigns an action to each system state. Optimally solving a MDP consists in
searching an optimal policy 7* that maximizes the expected reward. 7* maximizes the value function of Bellman
equation (Bellman, 1957) defined on each state:

V7T(s) = Z T(s,a,s') x (R(s,a,s') +7V7(s')) with a=m(s) (1)
s'eS
7*(s) = arg max( ZT(S,G,S/) x (R(s,a,8)+~V™ (s'))) 2)
a€A s'esS

The discount factor v € [0, 1] balances the importance between future and immediate rewards. With  set
close to 0 the immediate action with the maximal reward will be taken while a v close to 1 will permit the
control to accept penalties if future gains could be important. Multiple algorithms exist to solve optimally a
MDP, a notable version is Value Iteration (Puterman, 1994). It constructs iteratively the value function V, using
equation 3, until convergence or until a specified number of iterations has been done.

Vit1(s) = ma/}1{< Z T(s,a,s') x (R(s,a,s) +~Vi(s'))) 3)
o€ s'eS
The last V; obtained is then used to generate the optimal policy with equation 2. The first value function Vj is
initialized at 0.
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Figure 2: Discretization of a reach water volume in intervals.

3.2 Application to the inland waterway management

The objective is to plan the best course of actions for the whole network over 7 time steps, knowing that some
conditions may differ on each time step and can affect the inland navigation. For instance, the weather might
become rainy increasing the water volume of affected reaches; an unexpected fluvial traffic increase on some
reaches would imply a greater locks usage and an increase in water transfers.

Periods of 12 hours are used as time steps, they model the active navigation periods during the day and the
inactive at night. Using large time steps allows to consider the water level to be uniform on a reach and to smooth
the uncertainties on both the traffic and other temporal variations.

3.2.1 Dividing in states and actions

A state of the model is defined as an assignation of volume for all the reaches in the network at a given time
steps. Similarly an action is defined as an assignation of volume for each controlled transfer point (lock, pump or
gate). The MDP formalism requires discrete set of states and actions. Since the volumes observed (obtained from
level measures) and transferred between reaches are continuous, they had to be discretized in intervals. Thus the
operating range of each reach is divided in regular intervals with the exception of the first and last interval. Those
two intervals represent all values outside of the navigation rectangle and are considered to be of infinite size.
Transfer points use an interval partitioning similar to the one used for reaches. However, the volumes transferred
are considered to be fully controllable, they do not have intervals of infinite size.

More formally, the set of states .S of the model is defined as the combination of all possible intervals of each
reach at all time steps. For a reach 7, the intervals result from a regular discretization of volumes (see Figure 2).
Interval 0 represents all volumes under the LNL and interval 7i,,,; corresponds to all volume over the HNL.

N
S=10,...,7} x [ ][0, riout] 4

i=1
where N represents the number of reaches in the network. Having the time step in the state allows to express
temporal probabilities on uncontrolled and unknown inputs and outputs. Finally, a time step is added to represent

Advances in Distributed Computing and A ADCAIJ, Regular Issue Vol. 5 N. 4 (2016)
Artificial Intelligence Journal () http://adcaij.usal.es

(©Ediciones Universidad de Salamanca / cc by-nc-nd
74



Desquesnes et al Planning Large Systems with MDPs

the end of the planning. All states of this last time step are absorbing: Va, T (s,a,s) = 1, with a null reward:
Va, R(s,a,s) = 0.

Similarly, the set of actions A is defined as the combination of intervals of volume of all transfer points. An
action is like a set of subactions performed in a distributed way on the network. Actions are time independent, so:

a= I A 5)

where A; ; represent the set of all possible volume intervals of the transfer point linking reach i to reach j. Reach
0 represents external rivers and any other external element able to bring or drain water from any managed reach.

The volume transferred from reach 4 to reach j under action a € A is noted a; ; € A; ;. In fact, there is only
a limited number of transfer points. In all transfer points A; ; between two unconnected reaches 4 and j, no
transfer is possible (4; ; = {0}). To simplify the notation, a; defines the part of the action affecting the reach i
as

N

ai=> (ai;j©a;;)

J=0

Two operators @ and © on (RUZ )2 — R are defined. They can respectively add and subtract intervals of
numbers and/or numbers, the result being always a real. Z being the set of all possible intervals of the network.
Those operators are respectively a simple addition and subtraction using the value of the member if it is a real, or
its average value if it is an interval.

3.2.2 Transition function

The transition function 7'(s, a, ) represent the probability to reach the state s’ by doing action a from the state
s while taking into account the possible temporal variation. It results from discussions with experts of the north
of France waterway network. Trivially, for s at time step ¢ and s’ at time step t/, s’ is only reachable if ¢/ = ¢ + 1.
In this transition function, the state of a reach is independent from the other reaches. Indeed, it only depends on
the incoming and outgoing water volumes. To define formally the transition function, it is required to introduce
the different uncertainties affecting the network.

A first source of uncertainties on the transition function comes from uncontrolled, like the navigation, or
unknown water displacements. Those are modeled by temporal variations. Temporal variations are local changes
on one or more reaches during one or more time steps with a certain probability and intensity. For example, rain
on a reach during two time steps is a temporal variation. Since temporal variations are not actions, they are only
represented in the transition function. The set of all possible combinations of temporal variations affecting the
network at a time step ¢ is denoted V;. If the network is affected by the variation v; € V; then reach ¢ is affected
by v;(4). The probability of such a variation happening is P(v;).

The second source of uncertainties results from the discretization in intervals of volume transferred and
contained in reaches. This discretization causes an approximation in the state representation. Those uncertainties
are reflected in P(riy|ris, a;, v¢(7)). This probability function represent the probability of the reach i to be in
interval ri after doing the action a; in the interval ris under the variation vy (i).

p—(ris,a;,v(i)) if Tis D a; + (i) € rig
+ . . . . . .
. . pt(ris,a;,ve(i)) if ris @ a; + v (i) € rig — 1
P(rig|ris,a;,v(i)) = . . . . . . 6
(rig[ris, ai, vi(i)) p~ (ris, a;,ve(7)) if ris ®a;+ v (i) € rig +1 ©
0 else
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where p~ is the probability to get the expected volumes by taking into account intervals approximations and,
pT (resp. p~) is the probability to get the interval corresponding to a superior (resp. inferior) water level, with
respect to p* + p~ + p~ = 1. Obtaining p*, p~ and p~ will be discussed in the next section.

The transition function states the product of the two sources of uncertainty:

N
T(s,a,s') = Z P(v;) x HP(TiS/|ris,ai + v (4))

vt €V =1

3.2.3 Dealing with the discretization uncertainties

To deals with the discretization three probability functions p=, p* and p~ (see relation 6) are defined. p=
represent the probability of reaching the expected interval after doing a chosen action a in current interval of a
reach rig under a specific temporal variation v¢. p~ (resp. p~ ) represents respectively the probability to be in the
interval just inferior (resp. superior) to the expected interval. The expected interval is defined as

Tiey, With respect to ris @ a; + vy (i) € Tiey

It is possible to define two functions wj and w; representing respectively the maximum and minimum

volume balance (incoming water minus outgoing water), for a given action and temporal variation, that can affect
reach i.

N
wj'(a,vt) = (i) + Z(a;; S) aj_i)

J

Il
MR

w; (a,v) = v (i) +

e

Il
_

(a;; ©af;)
J

where ajj (resp. ai_j) is the highest (resp. lowest) value of the interval of the subaction a;;.
To simplify the notations, the following simplifications will be used:

wi = w;(a,v1) w; = w; (a,v)

Two functions modeling the maximum and minimum water volume that can be achieved at the next time step
are defined as:
maz : rig — RT min : rig >R
maz(z) =+ w; min(z) =z +w;

The maximum (resp. minimum) volume achievable at the next time step for the state s when doing action a
under the variation v; is represented by the line segment [k, [] (resp. [n, m]) with:

k= (rig ,max(ri; ) I = (rif,maz(ril)
n =

rig ,min(riy m = (rif ,min(rit
S S S S
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Figure 3: Construction of p~, p~ and p™

The parallelogram klmn (see Figure 3) represents all the possible water volume of reach ¢ at the next time
step depending on its current volume. Under the assumption that all possible volumes transferable by the action
are equiprobable, the probability p~ of being in the interval ri., after doing action a under variation v; from
interval rig is the percentage of the area of klmn between the lines y = riJ, and y = ri_,. Similarly the
probability p* is equivalent to the percentage of area over y = i, while p~ correspond to the percentage under
Y = Tleg-

The area A of klmn can be divided in three part A=, A~ and A" with respectto A = A~ + A~ + AT
where:

e A~ is the area of klmn under y = ri_,
o A~ is the area between y = ri_, and y = ri,
o AT is the area of klmn over y = ri_,
It is possible to define p—, p~ and p™* from those areas as :

— A~ - . A~ T At

Tlg, G, Vt) = —— Tlg, @, Vt) = —— Tlg, G, Vt) = ——
p ( s t) A p ( s t) A p ( s t) A
Using basic geometry:
A= (rig —rig) x (w) —w;)
As partially shown by Figure 3, the parts of klmn not in ri., is either shaped as a triangle or as a trapeze
depending on the points location. Thus:

0.5 x ((w —rify +rif)? — (wj —rig, +rig)?) if  min(rif) > rif;,

At =< 0.5 x (wf —rify, +rif)? it maz(ril) > rif, Amin(rif) <rif,
0 else
0.5 x (w; —rig +rig)?— (w —rif, +rif)?) if  maz(riy) < rig,

AT =< 05 x (w; —rig +ri;)? it max(riy) > rig, Amin(riy) < rig,
0 else
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Since, the probability to reach the second interval over or under the expected interval is 0, this has to be
reflected by the discretization. Using the previous notation:

.4% 4% -4 o— — o—
Vs, a, v rig +w; (a,v) < il rig +w; (a,v¢) > i, 4

where rie,41 is the interval over rie, and rie;_1 is the interval under 7i.;. This constraint aims to reduce the
variations coming from the discretization by limiting the number of states reachable by a couple (s, a, vy ).

3.2.4 Reward function

The aims of the planning is to maintain all reaches within their navigation rectangle while minimizing the distance
to their NNL. This has been defined in cooperation with expert in the management of waterway networks and is
reflected in the reward function defined as:

N (NNL; Orig)? if riyg € Rec;
R(s,a,s') = f(a) — Z g* if rig NRec; =10
i=1 (0.5 x g)? if 7rig N Rec; # 0andriy & Rec;

where Rec; represents an interval of volume corresponding to the navigation rectangle of reach 7. NNL; is the
volume corresponding to the NNL of reach i. f is a cost function modeling the cost of transferring water from
each transfer point. This cost function will be specific for each transfer points and each network. g represents a
penalty for halting the navigation when a reach leaves its navigation rectangle. Only half of the penalty is applied
if the interval is not fully outside of the navigation rectangle.

4. Management of a network of two reaches

A realistic inland waterway network has been defined to test the proposed approach. It is composed of two
reaches and six transfer points (see Figure 4).

[0,25]
| : Y
HNL : 140 HNL : 140
(50,501 InnL: 80| L3030 INNL: 40

LN 20| ° [LNL: 20

reach 1] reach 2

[-20,10]T1 [-S,S]T4

[40,40]
——

Figure 4: Waterway network.

4.1 Network characteristics

On Figure 4, reaches are represented by squares, with their navigation rectangle and NNL specified in units of
volume. Arcs correspond to transfer point with a minimum and maximum transfer capacity. A negative value
meaning this transfer point can be used to import and export water.

The possible volumes of both reaches are divided in 9 intervals, 7 of them with a fixed size of 20 units of
volume. The first and last interval are considered of infinite size. The volumes of transfer points 1, 2 and 4 are
divided in intervals of size 5 units of volume. This leads respectively to intervals of size 6, 5 and 2 units of
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volume for those three transfer points. The remaining transfer points: 0, 3 and 5 represent locks. In this case,
they transfer a constant amount of water corresponding to the navigation.

Operating scenarios of the studied network have been build for a period of 8 day and night periods, giving
16 time steps. In those scenarios, locks are not used during night periods, since no navigation is allowed. The
penalty of being outside of the navigation rectangle has been set to an arbitrary large value ¢ = 100000. To
simplify the observation of the results, all transfer points have the same usage costs.

4.2 Operating scenarios

Several operating scenarios have been defined to test the proposed approach. The first scenario corresponds to an
ideal scenario, the two reaches start at their NNL. In the second scenario, the first reach is initially near its LNL
while the second reach is close to its HNL. For the third scenario, the initial conditions are swapped, with the
first reach close to its HNL while the second reach is near its LNL. Finally, the fourth and last scenario is similar
to the first scenario, with the two reaches starting close to their NNL. However, unlike the other scenarios, it is
under probable perturbation. A perturbation is likely to affect the first reach and, if nothing is done beforehand
would make the first reach overflow if it is close to its NNL. It is important to note that the following simulations

consider continuous volumes, to be closer to real functioning of the network, while the planning uses discretized
volumes.

volume

volume

I ® BB A
(a) Scenario 1: initial conditions at (NNL, NNL) (b) Scenario 2: initial conditions at (LNL, HNL)

150
150 T T T T T T T T T T T T 140
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volume
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(d) Scenario 4: initial conditions at (NNL, NNL)

(c) Scenario 3: initial conditions at (HNL, LNL) " . .
with perturbation

Figure 5: Different scenarios.

Since the policy actions are intervals, the scenarios have been simulated by randomly drawing a value from
each interval of the action, instead of choosing the average or the best value of the interval. The goal is to have a
better perception of the quality of the interval selected by the policy. Because the volumes transferred are chosen
randomly, five simulations were made for each scenario. This help visualizing the consequences of the random
selection of transferred volumes of the used policy. The results are shown on Figure 5a, 5b, 5c and 5d. Each
figure shows the 5 simulations of a scenario.
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An optimal planning of water transfer in the first scenario can maintain the NNL in both reaches. The policy
resulting from the proposed approach is able to be relatively close to the real optimal planning. The differences
are due to a broad discretization of the model in intervals. Smaller intervals would reduce the oscillation around
the NNL. It is important to note that for this scenario, the policy produced resulting from the proposed approach
is able to maintain the NNL of both reaches when choosing the best values of the action.

The reaction of the policy to some events that put the two reach on the limits of their navigation rectangle is
shown on Figure 5b and 5c¢ (respectively second and third scenario). In both case, the planning leads to both
reaches being back to their NNL at the end of the time periods. The speed of the recovery is dependent on the
configuration of the network. It is indeed easier for a reach to drain itself in the downstream reach when it needs
to be filled than the opposite scenario.

In the last scenario, heavy rain might affect the first reach between time steps 7 and 8. Its magnitude is such
that if the reach is close to its NNL before the event, the reach would overflow. The policy produced is able
to anticipate this event. To prevent the overflow , the first reach drains itself in the second reach few time step
before the rain, while preserving both navigation rectangles.

4.3 Limitations in scaling up

A naive implementation of the transition function consists in creating a |S|? x | A| matrix.
Using relation 4 and relation 5, it is possible to write:

IS| = [{0,...,16}| % |[0,7Loue]| X |[0,720ut]| = 17 x 9 x 9 = 1377

Al = J] 1Aijl=1%x6x5x1x2x1=60
i,j€[0,2]

So the transition function would contain 13772 x 60 = 1.137677 40 x 10® values. Assuming 8 bytes to
store each value, approximately 0.91 G B of memory space would be required to store the transition function.

However, most transitions between states are impossible, due to the temporality of the states. A state at time
t can only reach states at time ¢ 4+ 1. For this kind of configuration, a sparse matrix could drastically reduce
the number of stored values. A sparse transition matrix would store only the indices and the values of non-null
transitions.

When computing the optimal policy of the MDP, several results were observed: the policies gave correct
results, building the transition function is one of the longest operation and finally the algorithm converge really
fast. Due to time being acyclic, choosing the action of state at the last time step depends only on the immediate
reward, so the optimal actions for those states are found at the first iteration. Recursively, choosing the action of
states at time step depends only on the choice of actions in the future (V¢ > t). So, the number of iterations to
found the optimal policy is bound by the number of time steps, here 17. Since the number of time steps is bound,
there is no need to use the discount factor v (see equation 2) to ensure convergence. ¥ = 1 can then be used for
the best results.

As the size of the modeled network increases and/or the size of intervals decreases, the proposed approach
rapidly encounter memory limitation problems. By construction, the number of states and actions grows
exponentially in the number of reaches in the network. However, real applications contain a large amount of
reaches. As an example, the inland waterway network in the north of France contains 50 reaches. Therefore the
proposed approach could not be used. It would be physically impossible to build the set of states required by this
approach.
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5. Existing approaches dedicated to scaling

To bypass the difficulties due to spatial limitations, extensions of MDPs has been defined in the literature such as
factored modeling or decomposing the MDP in sub-MDP. The approaches discussed are limited to those that
plan over the entire state space. In this article, approximations such as Monte-Carlo tree search (Kocsis and
Szepesvdri, 2006) where the produced policy applies only to the most probable states are not presented.

5.1 Factored MDP

The factored MDP approach, introduced in (Boutilier et al., 1995), aims to represent in a compact way the
transition and reward functions. For this purpose, states are represented by an assignation of variables. Every
variables may have no influence on the value of a specific variable at the next time step. The idea behind factored
MDPs is to explode the state space to group similar part of states in the transition and reward functions.

Algebraic decision diagrams are used in (Hoey et al., 1999) to represent in a more compact way transition,
reward and value functions by capturing the regularity in the respective function.

Factored MDPs are used to solve multi-agent planning in (Guestrin et al., 2001). The value function is
approximated as a linear combination of localized value functions. This method exploits both state and action
space structure. It allows to solve problems with over 1028 states and a 10? actions. Furthermore, agents need
a coordination graph to decide their action on runtime. However, this approach assumes that agents interact
only with a few of other agents. This limitation is bypassed by a rule-based approach introduced in (Guestrin
et al., 2002). The rule-based approach does not require the rules to be mutually exclusive unlike tree or ADD
representations.

In the case study, the state space (resp. action space) results in the cartesian product of the state space of
each reach (resp. action space of each transfer point). Furthermore, the state of a reach usually does not depend
directly on the state of nearby reaches, only their action matters. Indeed, when a reach receives water, the
volume of the source is not used to determine its new level. This is due to the assumption that moving water is
always possible, reaches are never full nor empty. Action leading to such states would be forbidden in the model.
Reaches states are independent and it would be possible to exploit this property to factorize the MDP.

5.2 Decomposed MDP

The decomposition of a MDP permits to decrease the complexity of the policy computation by building a
hierarchy between local problems and a global solution (Boutilier et al., 1999; Dean and hong Lin, 1995). It is
particularly efficient in spatial problems as it is based on the topological aspect of transitions.

Decomposed MDP splits the state space into sub-MDPs in a way that the union of sub-MDPs cover the total
MDP. Two approaches to solve decomposed MDP has been proposed in (Dean and hong Lin, 1995). The first
approach consists in solving each sub-MDP iteratively until a stable point is reached. A stable point means that
all the sub-policies are coherent among each other. This solution does not guarantee a speed-up of the policy
computation but guarantee the optimality of the total policy (the union of sub-policies).

The second hierarchical approach consists in defining a set of parameters for each sub-MDPs in order to
compute a finite collection of sub-policies. Then, a high level global MDPs is defined on “macro-states” to select
the appropriates sub-policies to apply in order to have a coherent global behavior. This solution permits to control
the policy computation but does not guarantee the optimality of the solution. The quality of the total policy takes
benefit from rich parameter definition but, with a cost on the computation resources.

In most real problems, decomposed MDP could reduce policy computation (with or without optimal guarantee)
but requires to compute a partition in the state space (Parr, 1998; Sabbadin, 2002). If there is no evident
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decomposition, partitioning is a very hard (Bichot and Siarry, 2011) problem, and could penalize a decomposition
approach.

A waterway MDP is not easily decomposable, even with each state representing a snapshot of the entire
networks. However, an option exists in considering several levels of deterioration of navigation conditions. Each
sub-MDP, matching a different deterioration level of the network, will produce a policy of supervision oriented
towards the normal navigation conditions. For example, with a waterway MDP decomposed in tree sub-MDP:
normal, flood and drought, it is probable that the produced policy would keep the system in normal states (close
to NNL) with spare dependencies between the three sub-MDPs. This way, solving first the normal sub-MDP and
then the two deteriorated sub-MDP should speedup the policy computation. However, decomposition will not
impact the transition function construction and storage.

5.3 Distributed MDP

Distributed MDPs appear as an ad hoc solution to solve cooperative problems on agent based modeling. Such an
approach is developed to solve decentralized MDP (Chades et al., 2002; Nair et al., 2005). This is a framework
where the policy has to be distributed over agents and performed in a decentralized way. Each agent is responsible
in computing its own policy considering its part of a mission. Communication protocols allow the agents to adapt
their policies to reach a common interest. Distributed MDP is used for example in robotic missions to deal with
traveling salesmen coordination (Lozenguez et al., 2015).

This approach combines factorization and decomposition ideas. The total MDP is split in several sub-MDPs
by partitioning the set of variables defining the states and actions. Each sub-MDP is responsible for a subset
of problem variables and ignores the others. In an agent based modeling, each sub-MDP will match the agent
capabilities in the group (individual perceptions and actions).

An iterative approach is used to solve distributed MDP while each iteration will modify each sub-MDP
structure (transition and/or reward values). The computation stops when policies are stable for all the sub-MDPs
(agents). The state space explored to compute the policy could be significantly reduced. This should speedup the
computation. However, they are no guarantees on the optimality of the solution.

A waterway network would be easily distributable as the transfer points are already distributed over a territory.
An agent in the agent based model would be responsible for the control of one or few connected transfer points.
A coordination mechanism based on reaches observed by two or more agents would be used. Distributed MDP
seems very promising, for this problematic, since they can significantly decrease the computation complexity and
allow flexible network definition. However, the result when using such an approach remains uncertain considering
that distributed MDP solving is a young approach with mostly ad hoc contribution to specific application and no
generic framework established yet.

6. Conclusion

In this paper, a MDP based approach is introduced to optimize the water management in inland waterway
networks with a global view and planning on a given horizon. This approach aims to reduce the impact of drought
and flood that may be increased by climate change in the next years.

Using MDPs, it is possible to model the dynamic and the uncertainties of such a system to optimize the
navigation conditions. However, this model is quickly limited by the size of the state space and thus possible
solutions to circumvent this limitation are presented: factored MDP, decomposed MDP and distributed MDP.
Factored and distributed MDPs take advantage of the correlation between the variables in the states and actions
definitions.
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Future works, would continue to explore distributed MDP. Even though this approach does not guarantee the
optimal solution, a better control of the required computation resources is expected and is required to handle
networks of any size. The impact of the discretization would also be studied. Furthermore, to reduce the size of
the action intervals, chained resolution might be envisaged. By doing another modeling with the action space
limited to the actions allowed by the previous policy, the size of action intervals could be reduced. Finally, using
this approach on a real network would allow comparison with expert in the management of the inland waterway
network.
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