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KEYWORD ABSTRACT

In this paper a method of classifying biomedical text documents based on
Hidden Markov Model is proposed and evaluated. The method is integrated
into a framework named BioClass. Bioclass is composed of intelligent text
Hidden Markov classification tools and facilitates the comparison between them because it has

Model, Text several views of the results.
classification, The main goal is to propose a more effective based-on content classifier
Biolnformatics, than current methods in this environment To test the effectiveness of the classi-

Adaptive models

fier presented, a set of experiments performed on the OSHUMED corpus are

preseted. Our model is tested adding it learning capacity and without it, and it
is compared with other classification techniques. The results suggest that the
adaptive HMM model is indeed more suitable for document classification.

1. Introduction

Text classification is the process of using automated
techniques to assign text samples into one or more
of a set of predefined classes. In biomedicine area,
text classification has experimented an increasing
interest given the volume of information currently
available, too big to be treated manually.

Thera are a lot of techniques used in the classifi-
cation task: Support Vector Machines (SVM) [Har-
ris, 2014, Gu et al., 2014, Maldonado et al., 2014],
Naive Bayes classification [Farid et al., 2014, Wang
et al., 2014b] and a number of other machine learn-
ing techniques.

In previous studies, we have proposed a model
based on the Hidden Markov Models, called T-HMM
[Seara Vieira et al., 2014]. This model aims to clas-
sify documents according to their content. The clas-
sifier is focused on distinguishing relevant and non-

relevant documents from a dataset, and deals with
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the problem, common among search systems, of
whether a document is relevant or not given the type
of user query. T"-HMM offers a simpler and parame-
terizable structure based on word relevance, which
allows the model to be adjusted to future documents.
Experimental results show that the application of
this model appears to be promising.

In this article, an improved version of the T-
HMM model is proposed, adding a feedback process
to generate an adaptive model. The objective is to
provide a solution to another kind of text classifi-
cation problems where a previously created model
needs to be adapted to each new document in an
iterative learning frame.

Both systems, basic T-HMM and adaptive T-
HMM, are integrated in a framework of intelligent
text classification tools named BioClass [Romero
et al., 2014]. With BioClass the user can work with
preprocessed document corpus and visualize them,

as well as apply different conventional reasoning
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techniques to text classification. The incorporation
of T-HMM models in the framework facilitates their
comparison with other text classification models.
The rest of the paper is organized as follows:
Section 2 presents the general process of classifica-
tion. Section 3 explains the process of adaptation of
the HMM model to the text classification that results
in the T-HMM. Section 4 details the improved ver-
sion of T"-HMM with learning. Section 5 discusses
the integration of the new techniques in BioClass
and Section 6 presents the experiments and results
obtained in the case study. Finally, in Section 7 we

draw conclusions.

2. General process of clas-
sification

In a general process of biomedical text classification,
it is necessary to identify the relevant documents for
the research. To do so, the similarity between each
new document to be classified and the documents
already classified is usually measured. It is, there-
fore, a problem of supervised learning. In this case,
the classification process is composed of two serial
phases: the training and the test.

2.1 Training phase

The training phase is composed of three tasks: anno-
tation, filter and training.

Annotation process is the basis of text and infor-
mation retrieval. The process consists of reducing
each document to a finite number of representative
terms: those words that allow each document to
be represented. There are several well-known tech-
niques that can be used to infer the more signifi-
cant feature words in each document: stemming,
stopwords, bigramas, trigramas, use of dictionaries,
etc. [Baeza-Yates and Ribeiro-Neto, 1999].

As aresult of this process a document matrix is

generated (sparse matrix) formed by N documents
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and M relevant attributes to each document. This
way, each document is represented by its associate
vector of attributes. In addition, a field is added to
define the class to which the document belongs. In
this article two types of classes, relevant and non-
relevant have been considered. Those documents
that are of interest to the research will belong to the
relevant class and the rest belong to the non-relevant
class.

The filter task tries to reduce the resulting group
of data, eliminating those data that can contribute
minimum information to the corpus, with minimal
loss of expressive power. This type of task usually
incorporates large quantity of algorithms that carry
out statistical calculations trying to establish some
type of term weighting.

The filter algorithms are usually divided into two
big groups: filtered of instances and filtered of at-
tributes. The instance filter algorithms reduce the
number of documents belonging to each class. The
attributes filter algorithms try to reduce the number
of attributes to the most representatives. The use
of both methods considerably decreases the dimen-
sionality of the initial group and reduces the heavy
computational load required. It is also necessary to
mention that some of these algorithms, especially
those of instance filtering, allow solving problems
associated to the overtraining of the reasoning mod-
els.

Finally, the training task consists of training the
reasoning system using a certain corpus. As pre-
viously mentioned, the annotation and filter tasks
should be carried out over the corpus, and the sparse

matrix resized to be sufficiently representative.

2.2 Test phase

The test phase is divided in three tasks similar to the
previous ones: reannotation, filter and test.

The reannotation task creates the test matrix. Al-
though follows the same action carried out for the
annotation and building of the training matrix, it dif-
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fers in that only the terms extracted from the training
document corpus will be annotated.

The filter task on a test corpus is simpler than
described in the previous phase because it uses the
same group of data (training) to annotate the new
corpus. Only if the two matrices are processed in-
dividually, when the matrices have their own group
of annotations, will the attribute filtering process be
applied in the two phases, obtaining as a result two
matrices with the same attributes. This process is
known as batchmode.

Finally, the test task uses the reasoning model
previously trained with the new group of data, in-
ferring whether the test documents are relevant. As
with the present study, two classes are considered:
Relevant and Non-Relevant. the Class field will con-
tain one of these two values.

The final goal of this phase is to use the model
trained in the previous stage to infer what documents
of the test corpus can be relevant for the researcher.

3. T-HMM: An HMM ap-
plied to text classification

A study on the application of HMM in text classi-
fication and a new system designated T-HMM are
presented in [Seara Vieira et al., 2014]. T-HMM is a
customizable model with a simple structure, based
on the relevance of the words that appear in the text,
which can be adjusted to future documents.

An HMM can be defined as a diagram composed
of a group of hidden states S and transitions be-
tween them. Each state can give an observation V'
with a given probability, and the transitions between
states also have an associated probability, as shown
in Fig. 1. The HMM model is considered a double
random process. The first process describes the se-
quence of states that cannot be observed (forming
the hidden layer), represented by the probabilities
of transition. The second process associates each
state with an observation, depending on the proba-
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bility of its occurrence, giving rise to a sequence of
observations (visible part of the HMM), as shown in
Fig. 2.

HMM with 3 states

So S,

Vo bo(vo)

Vi bo(v1)

Vi | bolvm) S,
Sum 1

Figure 1: Example of an HMM with three states

Following the idea proposed by Kwan Yi et
al. [Yi and Beheshti, 2009], T-HMM is a document
generator. An HMM is implemented for each class:
Relevant and Non-Relevant. Each model is then
trained with documents belonging to the class that it
represents. When a new document needs to be clas-
sified, the system evaluates the probability of this
document being generated by each of the Hidden
Markov Models. As a result, the class with the max-
imum probability value is selected and considered
as the output class for the document.

In T-HMM, the observations are the feature words
that represents the documents in the corpus (see
Fig. 3 (Corpus with documents)). Based on the as-
sumption that words do not have the same impor-
tance, hidden states in T-HMM reflect the difference
in relevance (ranking) among words within a doc-
ument. Each state represents a relevance level for
words appearing in the corpus. That is, the most
probable observations for the first state are the most
relevant words in the corpus. The most probable ob-
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Hidden Layer
State sequence:
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Observation sequence:
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Observable Layer

Figure 2: Sequence of states and observations in an HMM.

servations for the second state are the words holding
the second level of relevance in the corpus, and so
on. The number of states is a modifiable parameter
that depends on the training corpus and how much
flexibility the user wants to add to the model (see in
detail in [Seara Vieira et al., 2014]).

4. Adaptive T-HMM

In order to improve the ability of achieving good
performance in text classification, we have added
the learning capacity to the T-HMM in an innovate
model named adaptive T-HMM. Adaptive T"THMM
is able to learn from new documents, once trained.
Thus, the model is updated with new data and the
future classification of new documents will improve.

There are several studies on adaptive methods
for text classification [Peng et al., 2008, Villmann
et al., 2006, Wang et al., 2014a]. They show that
the reasoning models are modified according to the
acquired knowledge, changes in the environment or
input data.

The Fig. 4 shows the process that the application
of new classification model intends to solve.

Firstly, the adaptive T-HMM is trained with a
training corpus (Train corpus). As result, a T-HMM
classifier model with update capacity is created in-
ternally. The update capacity provides the model
with the abilitiy to relearn and adapt the model to a
new document corpus (Evaluation corpus). At the
end of the process, the documents of the test corpus

(Test corpus) are classified and the efficiency and
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Figure 4: Evaluation process for adaptive T-HMM.

precision of the model in the classification process
are checked.

In the learning process the trained HMM model
is adapted to a new document corpus (Learning cor-
pus). The emission probability of the words in each
HMM is adjusted according to the frequency of ap-
pearance of these words in the new documents. This
adjustment is weighed by means of a parameter L.
The bigger the parameter L is, the more important
the new documents will be compared to the old ones.
If L is too big it can cause overfitting on the new
documents.

With a weight of 0.5, the value of the emission
probabilities of the words would be equivalent to
training the HMM initially with the union of the old
documents and the new documents.

In addition, during the first step of the learning
process, the model can perform an initial test on the
evaluation corpus and select the incorrectly classi-
fied documents as the new documents to learn with.
This is an option that is added in the learning step to
learn only from the errors of classification and not
from the entire evaluation corpus.
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Figure 3: Building and training of the T-HMM.

3.

classification algorithms

5.1 Base framework: BioClass

T-HMM and adaptive T-HMM are integrated into
the BioClass framework. BioClass [Romero et al.,
2014] is a platform focused on the application of
reasoning models in text classification issues. It is
designed to work with the results obtained from an
information retrieval process in a document database,
as shown in Fig. 6. The preprocess step leads to a
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manageable representation of the documents. With
these data as input, BioClass offers multiple filter-
ing and machine learning algorithms to handle the
automatic classification problem.

In Fig. 5 the architecture of BioClass is shown

in detail. The main functionalities of this tool are:

1. Load sparse matrices: Firstly, the preprocessed
datasets (sparse matrices) used for training
and testing of classifiers are obtained. Bio-
Class enables the addition of different data
access connectors. It currently supports CSV
and ARFF [Garner, 1995] file types.

Data filtering: With filtering algorithms it is
Advances in Distributed

Computing and Artificial
Intelligence Journal


http://adcaij.usal.es

A. Seara Vieira, et al.

A HMM text classification

possible to carry out operations on datasets in
order to reduce the noise and the dimensional-
ity of the input data, significantly improving
the classification processes. Filters are divided
into two types: documents and attributes. The
document filter makes it possible to handle the
number of documents that belong to each class
(relevant or non-relevant). In order to support
these operations, subsampling and oversam-
pling algorithms are implemented. The sub-
sampling algorithm artificially decreases the
number of samples that belong to the major-
ity class. The oversampling algorithm redis-
tributes the number of samples that belong to
the minority class, taking the majority class
into account [Anand et al., 2010, Zhang and
Mani, 2003]. The attribute filter reduces the
number of attributes of the corpus, trying to
decrease the dimensionality without losing ex-
pressive power, using set operations (union,
intersect, minus), chi-squared distribution, In-
formation Gain or rule-based systems, among
others.

. Classification: BioClass supports different
reasoning algorithm implementations and pro-
vides methods for parameterizing, training
and testing. In addition to T"-HMM and adap-
tive T-HMM, two Support Vector Machines
(Cost-SVM and Nu-SVM) [Osuna et al., 1997],
Naive Bayes [Domingos and Pazzani, 1997]
and k-Nearest Neighbor classifiers [Dasarathy,
1991] are implemented.

. Visualization and storage of results: The tool
provides a graphical user interface that allows
the user to select among various reasoning
models or filters for data processing, and to
edit or manage datasets and classifiers. Addi-
tionally, it provides a user-friendly interface
to analyze the obtained results from a classifi-

cation process.

BioClass proposes a workflow that guides the
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user through the entire process (see Fig. 6). The
optional “Learn” step takes into account models like
the adaptive T"THMM, which can learn from new sets

of documents after they are trained.

SVM
Naive Bayes
K-NN
T-HMM
Adaptive T-HMM

Input
matries

Load "
Corpus | !

A

Store
results

Create

o Test
classifier

Train

Figure 6: Workflow used by BioClass in a supervised
classification process. The “Learn” step is applied
only for the adaptive T-HMM.

5.2 Tools and technologies

To carry out the implementation of the T-HMM and
the adaptive T-HMM algorithms the next technolo-
gies were used:

1. Java: The algorithms were developed with
Java version 6 programming language. To
facilitate the implementation process we use
Eclipse, an Integrated Development Environ-
ment (IDE). The Swing tool was also used to
develop the graphical interfaces.

AlBench [Glez-Peiia et al., 2010]: AIBench
is a lightweight, non-intrusive, Model View
Controller-based Java application framework
that eases the connection, execution and in-
tegration of operations with well-defined in-
put/output. It is a powerful programming
model to develop applications quickly because
the logic can be decoupled from the user inter-
face. AIBench allows the research effort to be
centered on the algorithm development pro-

cess, leaving the design and implementation
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Figure 5: BioClass architecture.

of input-output data interfaces in the back-
ground. The different modules of BioClass
are extensions of the AIBench platform.

3. JaHMM [Francois, ]: JaHMM is a general pur-
pose Java implementation of Hidden Markov
Models related algorithms. The library is in-
teresting in research because algorithms can
be easily modified. The use of JaHMM was
essential in our implementation , because it
allowed to modify the model and implemen-

tation of the Viterbi, Forward-Backward and

Baum-Welch algorithms [Rabiner, 1990], among

others.

4. Weka [Garner, 1995]: To develop some func-
tionalities related to document preprocessing,
Weka (Waikate Environment for Knowledge)
has been used. Weka is a collection of ma-
chine learning algorithms for data mining tasks
that allows the discovery of patterns in large

datasets and the extraction of information.
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6. Results

In this section we demonstrate the usefulness of
the proposed tool in a real-world scenario. Firstly,
we define the document corpora used in the exper-
iments and its preprocessing. Later, the use of the
BioClass is shown in a complete classifying pro-
cess with different reasoning models, including the
adaptive T"-HMM technique and its learning step.

6.1 OHSUMED Corpus

The Ohsumed test collection, initially compiled by
Hersh et al. [Hersh et al., 1994], is a subset of the
MEDLINE database, a bibliographic database of
medical literature maintained by the National Li-
brary of Medicine. It contains 348, 566 references
consisting of fields such as titles, abstracts, and
MeSH descriptors from 279 medical journals pub-
lished between 1987 and 1991. The set of medical
abstracts for the year 1991 is taken as our initial
corpus.
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6.2 Data preprocessing

Each document of the initial corpus has one or more
associated disease categories. In order to adapt them
to our scheme, which consists of distinguishing rele-
vant documents from non-relevant ones, we select
one of these categories as relevant and consider the
others as non-relevant. If a document has been as-
signed two or more categories and one of them is
considered relevant, then the document itself is con-
sidered relevant and is excluded from the set of non-
relevant documents.

The Neoplasms (C04) category and the Immuno-
logic (C20) category are selected as the relevant
categories in the OHSUMED corpus. One corpus
is created per category and other documents that do
not have the tagged relevant category are considered
the non-relevant documents.

Once the documents are organized, it is neces-
sary to format them into a vector of feature words in
which elements describe the occurrence frequency
of that word. All the different words that appear in
the training corpus are candidates for input features.

In order to reduce the input feature size to train
the classifier, the standard text preprocessing tech-
niques are used. A predefined list of stopwords
(common English words) is removed from the text,
and a stemmer based on the Lovins stemmer [Lovins,
1968] is applied. Then, words occurring in less than
10 documents of the entire training corpus are also
removed.

Finally, we end up with a matrix similar to Fig. 3
(Corpus with documents). Rows correspond to doc-
uments and columns to feature words. The value of
an element in a matrix is determined by the number
of occurrences of that feature word (column) in the
document (row). This value is adjusted using the TF-
IDF statistic (Term Frequency-Inverse Document
Frequency, [Baeza-Yates and Ribeiro-Neto, 1999])
in order to measure the word relevance. The appli-
cation of TF-IDF decreases the weight of terms that
occur very frequently in the collection and increases
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the weight of terms that occur rarely.
In addition, in order to evaluate the reasoning
models, each corpus is randomly divided into three

different subsets:

e Training Corpus (50% of the original corpus),
used to train all the evaluated classifiers.

e Evaluation Corpus (10% of the original cor-
pus). The adaptive T-HMM classifier is ad-
justed with this subset to show its learning

capability.

o Test Corpus (40% of the original corpus), used
as the test corpus in all classifiers.

6.3 Execution

Once the document corpus is in a format that the
BioClass framework can handle, the complete super-
vised classification process with the proposed tool is
described as follows:

1. Load Corpus: The three different matrices
(Train, Evaluation and Test) are loaded in the
platform. The tool has a “Clipboard” section
where reasoning models, results and corpus
are organized as a labeled tree (see Fig. 7).
The user can examine the data and employ it

in multiple classifying operations.

Create Classifier: The platform offers multiple
reasoning models to be created and parame-
terized. For evaluation purposes, we define
an adaptive T"THMM with a number of states
n = 30, and a factor f = 0.25, which are
those that experimentally achieved the best
results with the corpus. In addition, we cre-
ate Naive Bayes, k-NN, SVM (Support Vec-
tor Machines) and basic T-HMM classifiers.
The configuration for Naive Bayes, k-NN and
SVM models are those utilized by default
in the WEKA environment [Sierra Araujo,
2006]. Naive Bayes performs best without us-

ing any extra features, and when the number
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of neighbors is 3 for k-NN. A RBF kernel is
selected for SVM as it is used in related stud-
ies with the OHSUMED corpus [Joachims,
1998].

3. Train: All the models (T-HMM, adaptive T-
HMM, Naive Bayes, k-NN and a SVM) are
trained with the training corpus created in the
preprocessing step.

4. Learn: In the case of the adaptive T-HMM,
the “Learn” operation is applied. This takes
the Evaluation corpus to perform the adjust-
ment process defined in the Section 4 for each
document in the set. The learning weight in
this experiment is set to L = 0.5. In addition,
all documents from the evaluation corpus are
used to perform the learn process instead of
using only misclassified documents.

5. Test: The trained models are tested with the
Test corpus created in the preprocessing step,
classifying all the documents in this set. The
results are stored in the platform and can be
displayed in the same way as shown in Fig. 7.
Evaluation measures can also be viewed in

this result visualization.

Table 1 and Table 2 collects all the results ob-
tained for each classifier and corpus. To evaluate
the effectiveness of the models, F-measure is used,
which is the weighted harmonic mean of recall and
precision: evaluation measures commonly utilized in
text classification and information retrieval [Baeza-
Yates and Ribeiro-Neto, 1999].

As can be seen, adaptive T-HMM achieves a
logical improvement when the learning process is
applied, and the model outperforms both the Naive
Bayes and k-NN approaches in the selected evalua-
tion measure. On the other hand, I'-measure values
in the Non-relevant category of SVM are superior to
the other classifiers. However, the ability to retrieve
relevant instances is more important than achieving

a better average precision, since the relevant docu-
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ments are in a much lower proportion. Thus, mea-
sures related to that category must be considered.

Table 1: Results achieved by each executed reason-
ing model in the automatic classification of the pro-
cessed OHSUMED corpus with category CO4.

Non-relevant ~ Relevant
Model F-measure F-measure
k-NN 0.759 0.449
Naive Bayes 0.878 0.704
SVM 0.929 0.744
T-HMM 0.920 0.781
Adaptive T-HMM 0.925 0.787

Table 2: Results achieved by each executed reason-
ing model in the automatic classification of the pro-
cessed OHSUMED corpus with category C20.

Non-relevant ~ Relevant
Model F-measure =~ F-measure
k-NN 0.910 0.219
Naive Bayes 0.875 0.497
SVM 0.954 0.565
T-HMM 0.920 0.607
Adaptive T-HMM 0.929 0.624

Finally, in Fig. 8 a comparison of the experi-
ments is shown, using the interface of BioClass.

7. Conclusions

This study presents a novel adaptive text classifi-
cation model based on Hidden Markov Models. It
applies a reasoning system based on word relevance
and distinguishes relevant documents from a set of
unlabeled data. The model allows to be adjusted for
future classifiable data.

Experimental results show that the application
of the adaptive T-HMM appears to be promising. In
automatic classification of OHSUMED corpus, adap-
tive T-HMM outperforms commonly used text classi-

fication techniques, like Naive Bayes, and achieves

Advances in Distributed
Computing and Artificial
Intelligence Journal


http://adcaij.usal.es

A. Seara Vieira, et al.

A HMM text classification

600 - BioClass for AlBench Framework (v2.0b2) - - - -
Corpus _Classification _Filtering
| Clipboard x
[Clipboard! —
Results | Compare
¢ QP Modelist
¢ @ Classification Model List J[Real ||| Fiter Reset Remove Export__|
VM
2 V No. [ Real [ Predicted |
32 m] Non Relevant Non Relevant =
D Naiesayes 3| g INon Relevant [Non Relevant =
@ MM 34 ] Non Relevant Non Relevant
@ AdaptiveHMM | S [Relevant
36 Non Relevant
¢ @ Trained Model List 371 ) [Non Relevant
@ svM_Trained 38 [w] Non Relevant
© . Trained 39] g [Non Relevant
R o =} Non Relevant
@ NaiveBayes_Trained o o [Non Relevant
THMM_Trained 42‘ (] lblelwam
43 g Relevant
& AdapiveH _Trained L] o -
¢ @ Tested Model List 45| [m] [Non Relevant
@ VM _Trained_Tested 46, g Non Relevant
& NN _Trained Tested I g o
) Navesayes_Trained_Tested Summary
@ THMM_Trained Tested ‘Total Documents: 3546 Var Plots (x/) | TPRate ) |v|[TPRate @) |v| | Export
@ AdaptiveHMM _Trained_and_Learned_Tested Total Autributes: 6488
4 @ SparseCSVMatrixData Correctly Classified Instances: 3121.0 (88.01%) 0:%6
D Corpus C20Train Incorrectly Classified Instances: 425.0 (11.98%)
o CWM’CZ oTest Mean absolute error: 0.119
© Corpus_Caomuauation Root mean squared error: 0.346
- Relative absolute error: 53.33 0.9

Root relative squared error: 103.3

Precision
o,

| Recall | F-Measure| ROC Area
| 29 34

Class | TPRate | FPRate
Non Rele..| 0,896 0,228
Relevant .| 0.772] 0,104

0,524]

0,896 0,9: 08!
0772 0624] _0:834] 9,87
0.9

| Results Viewer |

‘Ilen:h

Figure 7: Visualization of results of the adaptive T-HMM in BioClass.
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Figure 8: Comparison of results of the experiments in BioClass.

comparable results to those reached by SVM ap-

proach.
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