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Having the potential to provide global users with pay-per-use utility-oriented 
IT services across the Internet, cloud computing has become increasingly 
popular. These services are provided via the establishment of data centers 
(DCs) across the world. These data centers are growing increasingly with 
the growing demand for cloud, leading to massive energy consumption with 
energy requirement soaring by 63% and inefficient resource utilization. 
This paper contributes by utilizing a dynamic time series-based prediction 
support vector regression (SVR) model. This prediction model defines upper 
and lower limits, based on which the host is classified into four categories: 
overload, under pressure, normal, and underload. A series of migration 
strategies have been considered in the case of load imbalance. The proposed 
mechanism improves the load distribution and minimizes energy consumption 
and execution time by balancing the host in the data center. Also, it optimizes 
the execution cost and resource utilization. In the proposed framework, the 
energy consumption is 0.641kWh, and the execution time is 165.39sec. 
Experimental results show that the proposed approach outperforms other 
existing approaches.

1. Introduction
Cloud computing has become a well-known computing paradigm for delivering services to dif-

ferent organizations. The main benefits of the computing paradigm, including on-demand services, 
pay-as-per-use policy, and rapid elasticity, make cloud computing a more emerging technology to 
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lead with new methods (Arunarani et al., 2019). Cloud computing has emerged as a popular area of 
study since it allows to efficiently expand numerous network services. It can be divided into three sub-
categories: public cloud, private cloud, and hybrid cloud. Demand services are organized by outside 
parties and distributed across numerous organizations using the public network in the public cloud. 
Without network capacity limitations, all data are handled within the organization using the private 
cloud (Adhikari & Koley, 2018). The hybrid cloud combines public and private clouds, unifying both 
computing environments (Zolfaghari et al., 2021).

Services offered by cloud computing are SaaS, PaaS, and IaaS. In SaaS, users can access all pro-
grams instead of installing them. In PaaS, the user can run and manage the module without the com-
plexity of maintaining the infrastructure. In IaaS, customers can use resources such as storage and 
processing devices. The scheduling of multimedia data sets on the World Wide Web (WWW) and the 
production of circuit boards are only a few examples of the many applications for which scheduling 
is employed today. The main application is to assign tasks to the appropriate processor (Garg et al., 
2022). Unfortunately, no polynomial time algorithms are available to optimize the proper allocation 
of computing resources. The scheduling problem is either NP-hard or NP-complete. In explaining 
the dilemma that we encounter, the difficulties that are 0.02% of candidate solutions lie between the 
make-span and optimum solution and 1.01 times the make-span of an optimum solution. These data 
show how difficult it is to find an optimum scheduling algorithm (Hosseinzadeh et al., 2020). Data 
sizes in 2012 reached a record high, going from terabytes to a staggering number of petabytes for a 
single data set. High volume and high velocity are the main features of big data that require a new 
form of processing to enable process optimization and decision-making. High operating expenses 
and increased carbon emissions result from this energy demand. The result is that the data centers are 
no longer viable. The primary energy consumer in a data center is the information technology (IT) 
infrastructure which also comprises servers and other IT components. In recent years, the primary 
area of research has focused on reducing the amount of energy used by cloud infrastructure (Khan 
& Santhosh, 2022). Telecommunication, internet search, pharmaceuticals, etc. are real-world areas 
that generate large amounts of data. Alibaba set a record after 0:00 on November 11, 2013, when 
the overall transaction amount exceeded 35 billion (USD 5.71 billion), and the transaction amount 
reached about 100 million yuan (USD 16.3 million). One hundred eighty-eight million tx had been 
completed (Khaleel & Zhu, 2016). In the center of Aliyun, to process 40,000 tasks, they run on a 
cluster composed of 3000 nodes; 1.5 petabytes of tx records every day, result in 20 terabytes being 
generated.

The heterogeneity of computing resources, dynamic behavior, and complex reasoning make task 
scheduling a critical technology. The assumption that using cloud computing resources can be wise 
and effective implies that adequate allocation takes place when numerous jobs are requested for re-
sources. Task scheduling is the process of task-resource mapping. By taking into account the attribute 
and status of cloud resources, the cloud system transfers these tasks to the related resources to run 
according to the attributes and necessities of these tasks (Magotra et al., 2022). Contrary to this, if 
scheduling is not done properly, several parameters are affected, namely, resource consumption is 
increased, task execution time is extended, the whole system’s throughput is reduced, and resource 
life is also reduced. Therefore, effective task scheduling is key to the successful completion of any 
computing system. In the case of distributed computing, such as cloud and grid computing, work-
load can be done by using several scheduling algorithms (program-based, heuristics, metaheuristics, 
greedy approach).
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Load balancing is one of the essential factors in maintaining scheduling on a system. First, the na-
ture of the load is checked, which can be either static or dynamic. Various mechanisms are proposed for 
static workloads, but nowadays, dynamic workload handling is an essential issue (Malik et al., 2022).  
A popular strategy for managing a changing workload and achieving other goals is virtual machine 
(VM) consolidation. In this process, a running VM migrates from one physical machine to another 
without affecting the execution of an application. The decision to migrate depends on the detection of 
overload and underload host. Detecting these host systems demands a mechanism to predict the future 
use of resources to execute VM consolidation. Support vector regression (SVR) is a dynamic time 
series prediction model that accepts non-linear data, allows for the acceptance of error, and returns a 
productive prediction to achieve the necessary accuracy. Once the load is classified, a random selection 
policy is adopted for VM migration to balance the load among the hosts.

1.1 Motivation and Contributions
As the demand for scalable and convenient computing resources expands rapidly, cloud services 

are being widely adopted in many fields, such as research applications and business management. 
Cloud service providers have developed flexible features such as adaptive scale-out/scale-in and auto-
matic deployment (Bal et al., 2022). However, user- and developer-friendly makes it more challenging 
for service providers to maintain resources and efficiently provide high-level services. Utilizing re-
sources to reduce energy consumption and execution time of the entire system becomes a challenging 
task for the cloud service provider. Early in 2011, the consumption of data accounted for 1.1-1.5% of 
total global energy consumption. The total requirement of power increased by 63% in a year (Piroz-
mand et al., 2021). The continuous consumption of electricity makes cloud services unsustainable. 
Therefore, proper energy efficiency in the cloud becomes a great necessity. Workflow scheduling must 
consider useful dependency constraints and resource properties, aiming to enhance resource utilization 
(use of available resources) while reducing the makespan of application since scheduling is an NP-hard 
problem and must be optimized using approx. The solution is in a polynomial time. Apart from the 
makespan, energy consumption is another challenging parameter in the cloud environment.

Another knowledge gap is associated with previous research on task scheduling and virtual machine 
placement in the Cloud, as the operation is managed at two levels; the first one is task scheduling and 
the second one is VM placement. Scheduling and placement are coupled with each other. Researchers 
often address the two levels separately, with the first level working on task scheduling only for the 
profit of cloud users, and the second level, VM placement, for the profit of cloud providers. Thus, an 
optimal plan is crucial in enhancing resource utilization in the cloud environment (Mishra et al., 2020).

The user aims to find suitable physical machines (PMs) for the available tasks, and the provider 
aims to use their infrastructure by accommodating tasks for the user demand. Quick expansion of 
computing could lead to an increase in the number of data centres, which would enhance resource 
utilization. Greenpeace estimation 2015 states that data centers increased from 12% in 2012 to 15% in 
2017. From the previous study, it has been found that the infrastructure of the data centers can cause 
70% of heat generation. In the paper of Kumar et al. (2019), Amazon EC2 encounters a variation of as 
high as approx. 30% -65% during unbalanced data transmission between the cloud host. Higher energy 
use results in more carbon dioxide (CO2) radiation, which harms the cloud environment. The energy is 
released into the atmosphere, along with "greenhouse gases", such as CO2, which cause global warm-
ing. To deliver services to Cloud consumers online, cloud companies require one or more data centers. 
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Most research communities are working to reduce their use of data centers. Resources for a task are 
shared among all the virtual computers on a cloud platform (Panwar et al., 2022). Consequently, a 
single virtual machine cannot estimate the host’s energy use. A migration strategy must be chosen that 
helps to balance the load on all the VMs.

The main contributions of this paper are defined as follows:

• The proposed cloud model is discussed considering several objectives, namely, energy con-
sumption, execution time, resource utilization, and execution cost.

• Support vector regression prediction is used to achieve the upper and lower boundaries.

• On the basis of the upper and lower limit, the host is classified into four categories, namely: 
overload, under-pressure normal, and underload. In the case of load imbalance, a series of mi-
gration strategies have been highlighted.

• Experimental results show that ROA/SVR/RS improves scheduling and minimizes energy con-
sumption and execution time by balancing the host in the data center. Also, it optimizes execu-
tion cost and resource utilization. Thus, the proposed schemes reveal an efficient solution for 
the cloud data center.

The rest of the paper is organized as follows: Related works are discussed in Section 2. Section 3 
describes the proposed cloud model with the SVR method for boundary definition. A number of mi-
gration policies are outlined in the later part of this section. Section 4 analyses the simulation and the 
results. Finally, Section 5 concludes the conducted research and discusses future work.

2. Related Works
Sardaraz & Tahir (2019) provided a hybrid scheduling technique for scientific workflows in cloud 

environments. The authors created a list of tasks for the PSO algorithm in the first phase to reduce 
execution time bottlenecks and ensure that the highest priority activities are carried out. Tasks were 
scheduled in the second phase of the PSO algorithm to minimize time and expense while also keeping 
an eye on the load-balancing parameter to use cloud resources effectively. Scientific workflow was 
used to evaluate the proposed algorithm. The experiment’s findings show that the proposed approach 
performs better than the standard methodology.

Marahatta et al. (2019) proposed a virtualized cloud data center (CDC); an energy-efficient dy-
namic scheduling method (EDS) using previously completed scheduling tasks and virtual machine 
classification. Similar tasks were combined to achieve optimal resource utilization, energy efficiency, 
and host operating frequency to conserve energy and create and delete virtual machines as needed. 
EDS algorithms enhanced the overall performance of scheduling by maximizing the jobs guarantee 
ratio, improving mean response time, and reducing energy consumption.

In the study of Abualigah & Alkhrabsheh (2022), the multi-verse optimizer genetic algorithm 
(MVO-GA) has been proposed for scheduling the task transfer queue by the available virtual ma-
chines. Depending on efficiency traits such as bandwidth speed and capacity, MVO works well to 
balance significant activities. Additionally, GA increases resource workload to reduce the time the 
planned tasks take to transfer. Crossover and mutation are optimizers between the jobs and available 
virtual machines. According to simulation results, the suggested approach assigns tasks more quickly 
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than utilizing MVO-GA separately. The efficiency of algorithms is demonstrated by the fact that 
MVO-GA successfully reduces task transfer times (1000–2000) by 15% compared to other existing 
algorithms.

Stavrinides & Karatza (2019) proposed a method for several multicore processors whose mo-
tive was to boost energy efficiency by trading off results, providing timeliness, and maintaining 
the quality of the job and cost demanded to complete the job at a reasonable level. The proposed 
algorithm provided promising results compared to the other two policies under various QoS re-
quirements.

The study by Wang et al. (2017) introduced replication-based scheduling for maximising system 
reliability (RMSR), which incorporated task communication into system reliability. The suggested 
method finds the best path for the given tasks. During the task’s replication phase, the user chooses 
the threshold value. An analysis of the performance of the RMSR method in comparison to other 
current algorithms shows that it outperforms both the randomly generated graph and the application 
graph.

Gupta et al. (2022) presented a modified version of the HEFT algorithm. The algorithm works 
in two phases: Rank generation and processor selection. In the first phase, different methodologies 
were used for rank calculation. In contrast, in the second phase, the modified mechanism was used 
for scheduling to reduce the makespan of workflows running on other virtual machines. Experimental 
analysis shows that the proposed HEFT algorithm performs better than the basic HEFT.

The study done by Abdullahi & Ngadi (2016) presented a new metaheuristic algorithm called 
discrete symbiotic organism search (DSOS) for solving numerical optimization problems and is suit-
able for large-scale problems DSOS mimics the symbiotic relationship exhibited by organisms in an 
ecosystem. Analysis done using a t-test reveals that DSOS performs significantly better than PSO 
individually in a large search space.

In Li et al. (2020), the shortest path algorithm that had been proposed aimed to reduce both 
execution time and energy usage. According to the sequence in which the tasks are executed, the 
directed acyclic graph of the tasks can be transformed into a hypergraph. The k-path hypergraph 
partition was then carried out to balance the hypergraph. The Dijkstra method was applied to each 
hypergraph partition to discover the best work scheduling algorithm. According to experimental 
results, the suggested workflow scheduling system successfully used cloud resources while mini-
mizing energy usage.

Asghari et al. (2020) proposed a reinforced approach that was exploited in the multi-agent 
system for resource provisioning and task scheduling, aiming to minimize the makespan, optimize 
cost, reduce power, and maximize resource utilization simultaneously. The algorithm worked in 
two parts: in the first part, reinforced learning was used for task scheduling, then in the second 
part, including the information from the first part, resources were allocated in a multi-agent en-
vironment. Experimental results showed that this mechanism enhanced the efficacy of the used 
resources and minimized the cost. Simultaneously, execution time and execution cost were ade-
quately reduced.

Safari & Khorsand (2018) provided a new time-constrained energy-aware scheduling approach 
that used the DVFS mechanism to have the host minimize the frequency at various voltage levels. The 
reduction of energy use, SLA violations, and improved resource utilization were the main objectives of 
this study. Results showed that when evaluating such metrics, the proposed strategy performed better. 
A comparative analysis of some existing approaches was discussed in Table 1.
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Table 1. Comparative analysis of existing approaches

Author and Year 
of Publication

Applied 
Approaches

Advantages Disadvantages Scheduling 
Parameters

Sardaraz and Tahir 
(2019)

A hybrid algorithm 
for scheduling 
scientific workflow 
based on the PSO 
algorithm.

Reduction in 
execution time and 
monetary cost.

Restricted to some 
limited parameters.

Load balancing, 
cost, execution 
time.

Marahatta et al. 
(2019)

Presented an 
energy-efficient 
dynamic scheduling 
(EDS) for the 
virtualized cloud 
data center.

Improved overall 
scheduling 
performance.

Frequent tasks 
migration, high 
fault tolerance.

resource utilization, 
Response time, and 
task guarantee ratio.

Abualigah & 
Alkhrabsheh (2022)

Presented MVO-
GA to schedule 
the task transfer 
according to the 
availability of the 
virtual machine.

Optimized the 
transfer time of the 
large set of tasks is 
about 15%

Not suitable for the 
more extensive data 
set.

Transfer time, 
throughput, speed.

Stavrinides & 
Karataza (2019)

Presented a 
DVFS on various 
heterogeneous 
multi-processor.

Increased efficiency, 
cost-effective 
scheduling.

Decrease the 
execution of the job 
by several degrees, 
SLA violation.

Qos, Energy-
efficient, monetary 
cost.

Wang et al. (2017) Presented RMSR 
(Replication based 
scheduling for 
enhancing the 
reliability of the 
system).

Achieve optimal 
system reliability.

Energy saving 
issue.

Reliability in the 
cloud computing 
environment.

Gupta et al. (2022) Presented an 
improved version 
of the HEFT 
algorithm.

Optimal assignment 
of resources, reduce 
the makespan.

Not suitable 
for dynamic 
scheduling.

Makespan.

Abdullahi & Ngadi 
(2016)

Proposed the 
discrete symbiotic 
organism search 
(DSOS) algorithm 
to schedule 
workflows.

Enhanced 
performance 
through the degree 
of imbalance and 
makespan.

Only works for load 
balancing.

Overall execution 
time, degree 
of imbalance, 
makespan.

Li et al. (2020) Presents a workflow 
scheduling 
depending on 
the shortest path 
algorithm.

Reduced 
completion 
time and energy 
consumption.

The shortest path 
algorithm does not 
always find the best 
path.

Completion 
time, load 
balancing, energy 
consumption.
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Author and Year 
of Publication

Applied 
Approaches

Advantages Disadvantages Scheduling 
Parameters

Asghar et al. (2020) Proposed 
reinforcement 
learning mechanism 
for resource 
provisioning and 
task scheduling.

Achieved optimal 
solution, reduced 
cost, and reduced 
power utilization.

Resources are 
operated at high 
frequency, due to 
which transient 
errors occur.

Cost, resource 
utilization, power,
makespan.

Safari & Khorsand 
(2018)

Proposed a new 
energy-aware 
scheduling 
algorithm using the 
DVFS mechanism 
at different 
frequency levels.

Optimal execution 
time, assured 
SLA, heuristic 
polynomial time.

Less efficient with 
a smaller number of 
processors.

SLA, resource 
utilization, energy 
consumption.

3. Proposed Cloud Model with Host Classification and VM Migration 
Policies

Cloud infrastructure is the large data center comprising m heterogeneous physical machines PM = 
{PM

1,
 PM

2,
 PM

3.……
PM

m
}. Memory, processing capacity, and network bandwidth are the main features 

of the physical machine. According to requirements, PMs with varying capabilities in the data center 
can be activated or deactivated. The physical machine in the cloud data center uses the virtualization 
method to offer n types of the virtual machine represented as VM= {VM

1,
 VM

2,
 VM

3….
 VM

n,
} (Krue-

Kaew & Kimpan, 2022). Each virtual machine (VM) includes processors with varying computational 
power, measured in millions of instructions per second (MIPS) and bandwidth. The capability of the 
virtual machine is being migrated between different physical machines (PMs). The proposed cloud 
model is represented in Figure 1.

Similarly, Cloud Sim produces physical and virtual machines according to the user’s needs, and dif-
ferent instances are formed by varying parameters, such as memory, processing power, bandwidth, etc.:

a. Users/Brokers
 A cloud broker is defined as a business or another individual that is the mediator between the seller 
of the service and the purchaser of that cloud computing service. Thus, a broker is a mediator be-
tween two or more parties while negotiating.

b.  Task Scheduler
 The task scheduler is mainly responsible for scheduling the task for the virtual machine. The main 
objectives of the scheduler are defined as follows:

• Ensure that each task waiting to be run gets its share of time in the virtual machine.

• Consider the priorities.

• Optimize and balance the use of available resources.

• Reduce response time.

Table 1. Comparative analysis of existing approaches (continued)
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Figure 1. Proposed cloud model

c. Resource Allocator
 The primary responsibility of the resource allocator is to assign available resources over the internet 
to the desired cloud application. It starves services when allocation is not controlled precisely; that 
problem is solved by permitting the service providers to manage the resources for each module.

d. Prediction Module
 In the prediction module, we used support vector regression. It is a busy time series-based predic-
tion model which forecasts future resource usage.

e. Host Detection Module
 Support vector regression is used to detect the host; based on SVR host is classified into four parts: 
overloaded, under-pressure, normal, and underloaded. A list of notations used to indicate various 
parameters is given in Table 2.

https://adcaij.usal.es
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Table 2. Notations used in the paper

Notation Definition

t
k

Task

C
C

Computing Capacity

E
n
C Energy Consumption

E
x
T Execution Time

HU
i

Host Resource Utilization

BW_cost Bandwidth Cost

RAM_cost RAM Cost

CPU_cost CPU Cost

Total_cost Total Execution Cost

ED Euclidian Distance

P
max

Maximum Power

P
min

Minimum Power

length(t
k
) Length of Tasks

Proc_cap Processor Capacity

U
L

Upper Limit

L
L

Lower Limit

3.1. Multiobjective Formulation

3.1.1 Host Resource Utilization

CPU (Mips), RAM (Mbps), and bandwidth have different measures. We cannot calculate host 
utilization by finding the sum of these. To tackle this problem, the available objectives are divided by 
normalization constant (normConst), as shown in Eq. (1):

    HU
CPU RAM BW

normConstEDi �
� �  (1)

Euclidean distance can be calculated as the difference between the current and previous host uti-
lization as the normalization constant (A et al., 2019). Normalization constant is defined in Eq. (2):

   normConstED d CPU d RAM d BW� � � � � � � � �2 2 2  (2)

The relative difference between the present and past CPU, RAM, and BW utilization is determined 
in this case by the values of d(CPU), d(RAM), and d(BW), respectively.

https://adcaij.usal.es
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3.1.2 Energy Consumption

The energy model is discussed based on the linear relationship between processor utilization and 
energy consumption. In other words, for any task, processing time and processor utilization are the 
only parameters required for calculating the task’s energy consumption (Lee & Zomaya, 2012). The 
definition of utilization HUi for a resource Ri at any time is shown in Eq. (3):

    HU HUi i k
k

n

�
�
� ,

1

 (3)

Where n detect the number of tasks running at that time and HU
i,k

 represents the resource usage of 
task tk. For resource Ri at any given time, energy consumption EnC is calculated in Eq. (4):

    EnC P P HU Pmax min i min� �� � �*  (4)

Where Pmax detects the power consumption at peak time (100% utilization) and Pmin represents 
minimum power consumption in active time (as min as 1% utilization).

VM load is determined using Eq. (5), where Proc_cap is based on the number of processing ele-
ments and speed measured in MIPS (Singh et al., 2022).

     Load length tk ProcVM cap� � �*  (5)

3.1.3 Execution Time

The execution time ExT denotes the time interval required for executing task t
k
 on resources VM

Cc
 

based on the computing capacity of the available resources (Mohanpriya et al., 2018). This is defined 
in Eq. (6):

   ExT t VM t
length t

VM
k C k

i

n

k

C
c

c

, � �� � �
� �

� � �
�� 0

 (6)

Where length(t
k
) denotes the length of task (t

k
) that is about to be executed and ∂(VM

Cc
 ) shows the 

computing capacity of the resource.

3.1.4 Execution Cost

The total execution cost obtained is the sum of BW_ cost, RAM_ cost, and CPU_ cost defined in 
the following Eq. (10). BW_ cost represents the cost of bandwidth usage. RAM_ cost represents the 
cost of used memory. CPU_ cost represents the cost of CPU usage.

     BW ExT rateofBWusagecost = *  (7)

https://adcaij.usal.es
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RAM ExT rateofRAMusagecost = *

 (8)

     
CPU ExT rateofCPUusagecost = *

 (9)

     
Total BW RAM CPUcost cost cost cost� � �

 (10)

3.2. Support Vector Regression
SVM is used for regression analysis, time series prediction, and pattern recognition. It has excel-

lent implementation compared to other prediction models, such as LR and neural networks, which are 
based on the structure risk principle rather than empirical risk minimization. It was also beneficial in 
considering non-linear problems, merely using a support vector. The implementation of SVM is mem-
ory proficient. SVR is the regression scheme based on SVM (Zhu et al., 2016). SVR is the mechanism 
used for estimating the function. In the first step linear scenario, training data (u

a
, v

a
) is taken, a = 1…p, 

where u ∈ Km and v ∈ K; additionally, v is an actual number, and u is an m-dimensional real vector. 
The forecasting function represented in Eq. (11)

    f u wt u x� � � � �,  (11)

Where wt stands for weight vector, x for threshold, and <…… > denotes the inner product in km. 
The goal is to establish the ideal weight (wt) and the threshold (x). Later, the mistake caused by the 
value’s estimation process must be decreased. This is known as the empirical risk and is illustrated in 
Eq. (12):

    v f ua a� � � � �  (12)

The separation between the point and the hyperplane (prediction function) is defined in Eq. (13):

    dist
wt u x v

wta
a a�
� � �,

 (13)

From Eq. (12), we can deduce that:

    dist
wt u x v

wt wta
a a�
� � �

�
, �

 (14)
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Eq. (14) determines the upper bound of dista. Accordingly, the optimum hyperplane can be ob-
tained by reducing ‖wt‖. Thus, the linear regression can be changed to the given problem defined in 
Eq.(15).

       minimize wt
1

2
2

    st
wt u x v

v wt u x
a a

a a

.
,

,

� � � �
� � � �

�
�
�

�
�

 (15)

Sometimes, however, not all training data properly find the given constraint, and thus slack vari-
ables γ *, γ are presented to permit the predicted error of some point to be larger than ε. In such a sce-
nario, the optimization problem can be explained as Eq. (16):

     minimize wt R
a

p
1

2
2

1

� �� �
�
� � �*

    
st

wt u x v

v wt u x
a a

a a.

,

,

,

*

*

� � � � �
� � � � �

�

�

�
�

�
�

� �
� �

� � 0
 

(16)

In contrast, in Eq. (16), the first component creates a function to enhance generalization, and 
the regularisation constant R ensures that risks based on regularisation and those based on em-
pirical data are aligned. As a result, the dual form is established by introducing the Lagrangian 
function:

   minimize  1—
2  

p

a,b = 1
 (β

a− β
*
b 
) (β

b− β
*
a 
) < u

a
, u

b 
>

    
+ 

a

p

 = 1

 (β
a 
+ β*

b 
) ε − 

a

p

 = 1 

 (β
a− β

*
a 
) v

a

    
st

R

a b
a

p

a a

.
* *

,
*

� �

� �

�� � �
� �

�

�
��

�
�
�

�
� 0

0

1
 

(17)

a
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By evaluating Eq. (17) with optimum Lagrange multipliers β* and β, wt^  and x̂  are given as:

    ˆ *w ut a a a
a

p

� �� � �
�
� � � 0

1

     ˆ ˆ ,x wt�
�1

2
 (18)

In Eq. (18), u
c
 and u

d
 represent the support vectors. In a non-linear scenario, all training data are 

initially plotted in a high-dimensional feature space with the appropriate non-linear function. After 
that, linear regression is processed using a high-dimensional feature space. In a space with high-di-
mensional features, just the internal product is taken, kernel function K(u, v) overlap < φ(u),φ(v)> to 
be used in non-linear regression. In Eq. (19), the radial basis function (RBF) is used in the machine 
learning mechanism.

    K u v exp
u v

,� � �
� �

�

�

�

�
�

�

�

�
�

2

22  (19)

Eq. (19) provides a scalar depending on the distance between two vectors. ∂ is the value set by 
available users to represent the speed of the scalar tending to zero. Overall, the principle of the SVR 
variable contributes to making a précised prediction.

3.3. Conceptualization of Problem
In cloud computing, scheduling is allocating virtual machines (VMs) to meet user needs or assign-

ing tasks to a set of VMs, with specified constraints. Task scheduling cannot be carried out based on a 
single criterion. However, many factors that must be considered while mapping the task schedule are 
viewed as a problem that tends to find an optimal mapping of a set of sub-tasks of different tasks over 
the set of available resources (Ranjan et al., 2020). An efficient scheduling method increases system 
throughput, maximizes resource utilization, reduces expenses, and shortens processing times. In the 
proposed research, task scheduling is based on remora optimization.

ROA is a new natural bio-inspired and meta-heuristic algorithm that aims to minimize energy 
consumption and execution time. Parasitic behavior is the main inspiration for the remora algorithm. 
According to it, host locations are updated (Jia et al., 2021). In the case of a large host (giant whales), 
remora feed on the host’s extermination and natural enemies. In the case of a small host, the remora 
chases the host to move fast(swordfish) to the bait-rich area to prey; from the above two cases, the rem-
ora makes a judgment based on experience. When it starts initiation to prey, the host is continuously 
updated and a global decision is made. If it eats by encircling the host remora, the local update is con-
tinued with, without changing the host. Because the host in ROA can be adequately substituted, such 
as ships, turtles, etc., this method is more likely to offer a fresh concept for a memetic algorithm. The 
suggested work must be merged with the tasks that need to be optimized and estimated using the data.
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Figure 2. Category of host classification

After scheduling using remora optimization, tasks are distributed to different virtual machines 
according to their requirement. After scheduling, it is necessary to determine the load using Eq.(5) 
at each host. Hence, we have used the support vector regression prediction model. This SVR is used 
for host classification where the upper and lower boundary are identified. This helps to identify if the 
host gets overloaded or underloaded. Hence, with the help of these boundaries, we obtained four lists 
in our proposed approach, as represented in Figure 2. In the first case, if the load is greater than the 
upper boundary, the host is overloaded, and if the load is greater than 0.9*ul and less than the upper 
limit, then the host is treated as under pressure. The host is treated as normal if the load lies between 
the upper and lower limit. In the last case, if the load is less than the lower limit, it lies in under loaded 
situation (Khoshkholgi et al., 2017). This is further illustrated in Figure 3. After host classification, 
an appropriate VM consolidation technique is applied for VM migration. Here, for VM migration, we 
have used a random selection policy.

Algorithm 1 describes multi-resource utilization (CPU, memory, bandwidth) taken as input and 
follows the above steps to train the SVR model to obtain a boundary line.

Algorithm 1. Host resource utilization (HU
i
) prediction

Input: CPU utilization, memory utilization, bandwidth utilization.
Output: Decision boundary

 1. Enter the input parameters to the model.
 2. Use of radial based kernel to map non-linear data to higher-dimensional space.
 3. Load training data set (input) and train model to decide boundary line that classifies data.
 4. Boundary line (UL, LL).
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Figure 3. Working of the proposed model

3.4. Migration Policy
In the dynamic consolidation scheme of detecting overload/underload hosts, the selection of VM 

performs a crucial role in VM migration (Nehra & Nagaraju,2022). To reduce both energy usage and 
execution time, VM migration is carried out. Minimum utilization (MU), random selection (RS), mini-
mum migration time (MMT), maximum correlation (MC), and constant fixed selection (CFS) are some 
of the ways for VM selection that are described in the literature.

a. Minimum Utilization
In this method, the VM with the lowest CPU utilization is chosen to reduce processing overhead.

b. Random Selection
 According to the uniformly distributed random variable, this method chooses a VM at random for 
migration.

c. Minimum Migration Time
 In this method, the VM with the shortest migration time is chosen. Calculating migration time is 
defined in Eq. (20).

    Migrationtime
Vm

B
=  (20)

 Where Vm is the RAM that the VM is using, and B is the bandwidth. Therefore, the VM with this 
ratio at a minimum migrates with the least delay.
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d. Maximum Correlation
 In this method, the application’s resource utilization is correlated statistically, and the VM with the 
highest correlation value is chosen for migration.

e. Constant Fixed Selection
 In this method, the VM is also chosen randomly, but the selection is constant, meaning that the VM 
in the first, middle, or last place is chosen.

Total complexity of the proposed scheme can be formulated in Eq. (21):

   
TotalTimecomplexity ROA SVR RS

timecomplexity ROA timeco

/ /� � �
� � � mmplexity SVR timecomplexity RS� � � � �

 (21)

4 . Simulation and Results Analysis
CloudSim is a simulator program written in Java and used for designing and simulating the virtual-

ized data center based on the Cloud. It also provides an interface for memory, bandwidth, storage, and 
VMs (Arroba et al., 2017). A random selection policy is used here for VM migration.

4.1. Experiment and Parameter Setup
At the host level, CPU capacity is 50 MIPS, 800 heterogeneous hosts in total, with 512 MB of 

RAM each the corresponding bandwidth is 1000 Mbps, and storage is 100GB. At the VM level, the 
total no. of XEN virtual machines is 1175, the no. of tasks is set to be 3000, the memory is 1536MB, 
the CPU capacity is 1000 MIPS, the no. of CPU is 1, bandwidth is 1000 Mbps and storage is 1000 
GB. Various performance varieties are evaluated to calculate the performance of energy consumption 
execution time and cost. The parameter setup of a VM in the cloud data center is described in Table 3. 
The parameter setup of the host is described in Table 4.

Table 3. The parameter setup of the VM in the data center

Parameters Value

Number of Tasks 3000

Number VMs 1175

VMs Name Xen

Number of CPU 1

CPU Capacity 1000 MIPS

Memory 1536 MB

Bandwidth 1000mbps

Storage 10000 GB
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Table 4. The parameter setup of the host in the data center

Parameter Value

Number of Hosts 800

Network Bandwidth 1000 Mbps

RAM 2048 MB

Storage 1000000GB

Capacity of CPU 1000MIPS

4.2 . Experiment Metrics
The experiments were conducted with the aim of evaluating performance at three levels, namely, 

energy consumption, total energy consumed by data center execution time, and execution cost. In this 
subsection, the experimental results of the proposed mechanism are discussed, considering energy 
consumption execution time and cost. To know the efficiency of the proposed mechanism, it is com-
pared with prior existing approaches, such as the genetic algorithm (GA), the particle-swarm optimiza-
tion (PSO) algorithm, minimum-migration time (MMT) policy, random selection (RS) policy, median 
absolute deviation (MAD) and interquartile range (IQR) algorithms (Li et al., 2019).

Figure 4 provides a comparative analysis of the energy consumption of the proposed load detec-
tion mechanism. The proposed load detection mechanism consumed in total 0.641 kWh, which is less 
energy than other existing approaches. The result shows that energy consumption becomes reduced 
throughout the entire scheduling.

Figure 4. Comparison of the proposed approach in terms of EnC with eight existing approaches
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Figure 5 provides a comparative analysis of the execution time of the proposed load detection 
mechanism. The time taken by the proposed mechanism is 165.39sec less than other existing ap-
proaches. Thus, the proposed mechanism consumed less time throughout the entire scheduling.

Figure 5. Comparison of ExT of the proposed scheme with eight existing approaches

Figure 6 depicts execution cost. When the no. of tasks was 3000, then the cost was 10,000$. When in-
creased to 3500, the execution cost further rose to 20,000$. The no. of tasks was further increased to 4000, 
for which the computed execution cost was 30,000$, and finally for 4500 tasks the cost was 40,000$.

Figure 6. Execution cost
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4.3. Result Discussion
Table 5 shows the performance analysis of the proposed algorithm with the eight existing meta- 

heuristic algorithms, including GA/MAD/MMT, GA/MAD/RS, GA/IQR/MMT, GA/IQR/RS, PSO/
MAD/MMT, PSO/MAD/RS, PSO/IQR/MMT, PSO/IQR/RS. The performance analysis indicates that 
the proposed algorithms provide precise results when a comparison is performed with another existing 
mechanism for task scheduling.

Table 5. Performance analysis of proposed ROA/SVR/RS with the eight existing approaches

Approaches Execution time (sec) Energy Consumption (kWh)

Proposed ROA/SVR/RS 165.39 0.641

GA/MAD/MMT 253.475 0.725

GA/MAD/RS 188.265 0.757

GA/IQR/MMT 210.592 0.998

GA/IQR/RS 239.139 0.779

PSO/MAD/MMT 196.623 0.963

PSO/MAD/RS 211.769 0.819

PSO/IQR/MMT 225.287 0.884

PSO/IQR/RS 225.072 0.852

5. Conclusion and Future Scope
In cloud computing, scheduling is a significant process for assigning tasks to virtual machines. 

Energy consumption and execution time have recently become more important in research work. 
This research has developed a load detection and classification mechanism framework. After sched-
uling using remora optimization, the dynamic time series prediction model, SVR, has been used. 
SVR was done for host classification, where the upper and lower boundaries were identified. This 
helped to determine if the host is getting overloaded or underloaded. Hence, with the help of these 
boundaries, we have obtained four cases in our proposed approach: overloaded, under pressure, 
normal, and underload. After host classification, an appropriate VM consolidation technique was 
applied for VM migration. Here, for experimental analysis, random selection policy for VM migra-
tion was used to validate the result. Prediction defines the boundaries for better load distribution 
among the hosts, which minimizes energy consumption and execution time. In the experimental 
results, the proposed approach obtained an energy consumption of 0.641kWh, and an execution 
time of 165.39sec.

In the future, more traits can be added to improve accountability and integrated with different 
kinds of workflows, with different parameters to obtain more precise results. We plan to perform a 
comparison between available scheduling mechanisms concerning SLA violation. Work could be 
further expanded by a new task cum resource-aware scheduling methodology that will exploit the 
nature of the presented workload to provide the efficient mapping of tasks on the available cloud 
resources.
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