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Statistics across different countries point to breast cancer being among 
severe cancers with a high mortality rate. Early detection is essential when 
it comes to reducing the severity and mortality of breast cancer. Researchers 
proposed many computer-aided diagnosis/detection (CAD) techniques for this 
purpose. Many perform well (over 90% of classification accuracy, sensitivity, 
specificity, and f-1 sore), nevertheless, there is still room for improvement. 
This paper reviews literature related to breast cancer and the challenges 
faced by the research community. It discusses the common stages of breast 
cancer detection/ diagnosis using CAD models along with deep learning 
and transfer learning (TL) methods. In recent studies, deep learning models 
outperformed the handcrafted feature extraction and classification task and 
the semantic segmentation of ROI images achieved good results. An accuracy 
of up to 99.8% has been obtained using these techniques. Furthermore, using 
TL, researchers combine the power of both, pre-trained deep learning-based 
networks and traditional feature extraction approaches.

1. Introduction
Cancer is a life-threatening disease in which the body's cells grow out of control and become 

abnormal. If this growth is not properly treated it can lead to the patient's death. Each year, the Ameri-
can Cancer Society (ACS) publishes the annual cancer statistics for the United States. According to the 
(ACS, 2013-2022), breast cancer covered the maximum number of cancer cases in the last few decades 
compared to other categories. After lung and bronchus cancer, it has the highest mortality rate. Table 
1 summarizes ACS’ cancer statistics from the last decade, comparing overall cancer and breast cancer 
statistics. This table points to the increasing number of cases and a growing mortality rate for breast 
cancer. These figures may increase drastically in the coming decades if not controlled in time.
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According to Chen et al. (2017), if milk ducts are the source of breast cancer, it is known as inva-
sive ductal carcinoma. Otherwise, milk-producing glands are the source and cause the invasive lob-
ular carcinoma. The leading causes of breast cancer include radion's effects on the breast, age factor, 
family history, obesity, gene changes, race, etc. To reduce the severity of breast cancer and improve 
the survival rate, its detection in the early stage is essential (ACS, 2013-2022). Random breast cancer 
screening conducted earlier reduced the mortality rate, but no reduction has been observed in the inci-
dent count.

Table 1. ACS's estimated cancer and breast cancer figure for the US for the last decade  
(ACS (2013-2022))

Year
Cancer (All 
categories)

Breast cancer Breast cancer 
cases in all 
types (%)

Breast cancer 
mortality in all 

types (%)Cases Deaths Cases Deaths Mortality rate (%)

2022 934870 287270 287850 43250 15.0 30.8 15.1

2021 927910 289150 281550 43600 15.5 30.3 15.1

2020 912930 285360 276480 42170 15.3 30.3 14.8

2019 891480 285210 268600 41760 15.5 30.1 14.6

2018 878980 286010 266120 40920 15.4 30.3 14.3

2017 852630 282500 252710 40610 16.1 29.6 14.4

2016 843820 281400 246660 40450 16.4 29.2 14.4

2015 810170 277280 231840 40290 17.4 28.6 14.5

2014 810320 275710 232670 40000 17.2 28.7 14.5

2013 805500 273430 232340 39620 17.1 28.8 14.5

Dibden et al. (2020) suggested that regular (repeated every 2-3 years) breast screening reduces 
the mortality by 40%. The ACS of the US and cancer-controlling agencies of many countries suggest 
regular/routine breast screening at an older age. There are a number of breast cancer screening meth-
ods, such as mammography, magnetic resonance imaging (MRI), computed tomography (CT) scan, 
biopsy, thermography, breast ultrasound, electrical impedance tomography (EIT), and digital breast 
tomosynthesis (DBT).

Mammography is economical, painless, and reveals breast abnormalities before their symptoms 
and is the preferred technique for early-stage breast cancer detection (Misra et al., 2010; Welch et 
al., 2016). It is an X-ray-based imaging technique used to generate the breast's greyscale images of 
high resolution. It represents the breast's internal view and diagnoses the abnormalities in overlapping 
tissues. According to Andersson et al. (1978) and Sickles et al. (1986), two types of mammography 
projections, named mediolateral oblique (MLO) and bilateral craniocaudal (CC), are used by radiolo-
gists and CAD-based systems on a primary basis. When a mammogram image is captured horizontally 
(C-arm 0o angle) from an upper projection, it generates a CC view image. It reveals information about 
glandular and nearby fatty tissues. An MLO view image is captured from the C-arm 45o angle side. 
The breast is placed diagonally between X-ray plates, covering a larger breast area than other angular 
views. The pectoral muscle becomes visible in this view. Figure 1 represents the left and right CC and 
MLO view mammogram images from the CBIS-DDSM dataset (Rebecca et al., 2016).
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Breast calcifications are categorized into macro and microcalcifications. Macrocalcifications spread ran-
domly, are visible as large white-colored dots, and are generally non-cancerous. In comparison, micro-cal-
cifications look like calcium spots in the form of white specks. According to Nalawade (2009), these specks 
represent the presence of precancerous cells and are also used to indicate cancer in its early stage.

Regular breast screening burdens radiologists and its automation is necessary. Several researchers 
proposed mammogram image-based CAD systems for automatic breast cancer detection. These sys-
tems detect the presence of a mass in the mammogram images, provide their localization information 
and classify them into cancerous (malignant), non-cancerous (benign), and normal categories. These 
systems strengthen radiologists' decisions and prioritize mammogram images (Baker et al., 2003); 
thus, radiologists can manually analyze mammograms showing severe cases.

The common challenges faced by researchers during the development of such CAD models for 
breast cancer detection are:

• To get the breast’s internal view, selection of breast screening modalities. For performance 
evaluation and comparison, the choice of appropriate benchmark datasets.

• Selection of preprocessing techniques for removing noise/markers/labels and enhancing 
screened images.

• Selection of the appropriate approach to segment ROI.

• If the referenced dataset suffers from data underfitting/overfitting or a data imbalance problem, 
then the selection of appropriate augmentation and dataset selection techniques is necessary.

• The selection of feature extraction and classification techniques from the available traditional, 
deep learning, and transfer learning-based models.

(a) (b)

(c) (d)

Figure 1. Mammogram MLO and CC view examples. Figures (a) and (b) represent the left and right 
CC views, whereas (c) and (d) represent the left and right MLO views of the mammogram image
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This paper discusses various solutions preferred by research communities to overcome these chal-
lenges. Section 2 of this paper discusses the stages of CAD models for breast cancer detection. Sub-
section 2.1 discusses the process of image acquisition and commonly used mammogram datasets, 
followed by preprocessing techniques in Subsection 2.2. ROI segmentation techniques are discussed in 
Subsection 2.3. Solutions to data underfitting/overfitting or data imbalance problems are given in Sub-
section 2.4. Subsections 2.5 and 2.6 discuss the feature extraction and classification process in which 
traditional feature extraction, classification, deep neural network, and transfer learning techniques are 
discussed. At last, Section 3 explains the parameters frequently used by researchers for performance 
evaluation and comparison, followed by the conclusion in Section 4.

2. Stages of CAD Models
Researchers have proposed several CAD models for breast cancer detection. Most of these models 

have common challenges, as discussed in the introduction section earlier. Figure 2 represents the stages 
of these CAD systems. Preprocessing and segmentation stages are common in most of these CAD 
systems. Traditional classification models have separate feature extraction and classification stages, 
whereas deep neural network (deep learning) based models integrate these stages in one unit. These 
models work on different hidden layers for feature extraction and classification. The CAD model 
stages are discussed in the subsequent sections.

Image

acquisition

ROI seg-

mentation

Data   

augmentation

and balancing

Feature extraction

and classification
Image

preprocessing

Figure 2. Stages of a CAD-based breast cancer detection system

2.1. Image Acquisition
This stage refers to procuring an image that shows the breast's internal view. These are also known as 

breast screening images. Mammography is the preferred screening technique because of its non-invasive, 
economical, and more time-efficient nature. It has the capability to detect breast abnormalities before 
their symptoms. The mammogram image datasets used by various researchers as benchmark datasets for 
the performance comparison of CAD-based breast cancer detection systems are discussed as follows:

Mini-Mammographic Image Analysis Society (MIAS)

According to Suckling (1994), Mini-Mammographic Image Analysis Society (MIAS) has a total 
of 322 greyscale mammogram images of a resolution of 1024×1024 pixels. Seven fields describe its 
images and their characteristics, i.e., image reference number, background tissue characteristics, pres-
ence of an abnormality, severity, coordinate, and radius of the center of mass of breast abnormalities.

In the literature, this dataset has been used for texture and deep learning-based feature extraction in 
the experimental setup (Sharma and Purwar, 2020; Sharma and Purwar, 2022). The authors’ achieved 
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good classification performance on it. Recently, a series of studies used a mini-MIAS dataset for 
performance evaluation on various deep learning models (Patel and Hadia, 2023; Ranjbarzadeh et 
al., 2022; Kumar et al., 2022; Rmili et al., 2022; Kulkarni and Rabidas, 2023). Furthermore, Sharma 
and Purwar (2023) augmented the ROI images extracted from this dataset and achieved an average 
enhancement of more than 8% of classification accuracy when evaluated over 24 classifiers.

INbreast

The INbreast dataset suggested by (Moreira et al. 2012) consists of 410 DICOM format mammo-
gram images from 115 cases, covering MLO and bilateral CC views.

In the literature, a series of studies used this dataset to evaluate the performance of ROI segmenta-
tion and feature extraction techniques (Taghanaki et al., 2017; Baccouche et al., 2021; Li et al., 2021; 
Zhang et al., 2020; Alkhaleefah et al., 2022).

Digital Database for Screening Mammography (DDSM)

The Digital Database for Screening Mammography (DDSM) comprises 2620 JPEG format mam-
mogram images (Heath et al., 1998; Michael et al., 2001). Its images cover both MLO and CC view pro-
jections for each breast. Its pixel-level annotations for suspected regions provide information at a deep 
level. It also includes identification information (capturing date, patient's age, BI-RADS score, etc.).

Zemmal et al. (2019) extracted GLCM and LBP features from this dataset and achieved an accuracy 
of 96.09% on transductive SVM. Sharma et al. (2019) used it as a reference dataset in the proposed 
clustering-based segmentation technique based on deformable image registration. Shamim (2022) 
tested the performance of the ROI segmentation technique based on the semantic deep learning-based 
Unet model. In addition, a series of proposals used this dataset for feature extraction and classification 
(Zemmal et al., 2019; Cheng et al., 2020; Li et al., 2021; Zebari et al., 2021).

Curated Breast Imaging Subset of DDSM (CBIS-DDSM)

Rebecca et al. (2016) suggested an advanced and processed DDSM dataset. It consists of 10239 
DICOM format mammogram images by masking 6775 cases. After decompressing the images, trained 
mammographers segmented their masses and identified the bounding box covering the ROI. Four CSV 
files provide pathological information about different tumors; mass training and testing sets provide 
information about 1318 and 378 tumor images, respectively. The calcification training and testing set 
consists of details for 1622 and 326 calcifications, respectively.

Hamad et al. (2022) evaluated their proposed fuzzy clustering means and threshold (FCMT) based 
segmentation technique on this dataset. Rajalakshmi et al. (2020) and Baccouche et al. (2021) used 
this dataset for Unet-based semantic segmentation. Whereas Alkhaleefah et al. (2022) used it for Seg-
Net-based segmentation. Furthermore, a number of authors used this dataset to test the performance of 
their proposed models (Zhang et al., 2020; Petrini et al., 2022; Azour et al., 2023).

Breast Cancer Digital Repository (BCDR)

The BCDR dataset given by Lopez et al. (2012) consists of mammography and ultrasound images 
of 1734 patients along with their clinical history, image descriptors, and segmented lesions. These 
images are adequately annotated and BIRAD classified.

In recent research, various researchers used this dataset to evaluate the performance of several deep 
learning models (Tiryaki, 2023; Ganesh and Rao, 2023; Asadi and Memon, 2023; Bobeda et al., 2023).
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These datasets categorize the mammogram images into benign (the lesion is identified but likely to 
be non-cancerous), malignant (the identified lesion is cancerous), and normal (no lesion identified in 
the breast) categories. Table 2 summarizes these datasets.

Table 2. Summary of various mammogram image datasets

Mammogram Dataset Number of images Images' format Resolution (bits/pixels)

Mini-MIAS (Suckling, 1994) 322 PGM 8

INbreast (Moreira et al., 2012) 410 DICOM 14

DDSM ((Heath et al., 1998), (Michael 
et al., 2001))

10480 LJPEG 8 to 16

CBIS-DDSM (Rebecca et al., 2016) 10239 DICOM 10

BCDR (Lopez et al., 2012) 7315 TIFF 8 to 14

2.2. Preprocessing
The screening images used for breast cancer detection contain noise and additional information 

(Ramani et al., 2013). Heat, electricity, and sensor illumination levels are the main causes of noise. 
The artifacts and markers are added for identification during capturing, as required during manual 
analysis. These images may also consist of background and pectoral muscle, whose presence impacts 
the tumor's detection, so they are treated as noise. Different types of noise can be reduced using con-
ventional filters. A non-linear adaptive median filter may be preferable for the removal of salt and 
pepper noise while maintaining the edges' information (Shahrokhy, 2004). An adaptive mean filter can 
reduce the image's opacity, gaussian, speckle, and Poisson noises (Shahrokhy et al., 2004). During 
the fine-tuning of screened images, the intensity of lower contrast pixels can be enlarged using the 
CLAHE technique (Zuiderveld et al., 1994). Based on peak detection, a linear low-pass Gaussian filter 
can reduce the blurriness of edge pixels. A window-based, non-linear hybrid median filter can be used 
in horizontal, vertical, and diagonal directions to remove impulsive noise while retaining the edges. A 
wiener filter can minimize the mean square error during the inverse filtering and noise smoothing while 
retaining the image's sharpness (King et al., 1983).

In addition to the conventional filters discussed above, researchers proposed many preprocessing 
techniques. Rahmati et al. (2010) merged both CLAHE and fuzzy logic to preprocess the images. It 
enhanced the performance of the existing CLAHE technique by performing non-linear enhancement 
to reduce intensity inhomogeneities and noise. When this filter was applied to 50 mammographic 
images, the authors obtained an average improvement of 14.16% in segmentation accuracy. Based on 
histogram equalization and contrast enhancement, Gupta and Tiwari (2017) proposed the histogram 
modified grey relational analysis (HMGRA) technique for mammogram contrast enhancement. The 
authors used this technique to increase local as well as global contrast enhancement. The performance 
was evaluated in the structural similarity index measure and peak-signal-to-noise ratio (P-SNR) error 
metrics. More than 90% of accuracy was achieved for mammograms of the MIAS dataset. Dhamodha-
ran and Pichari (2021) proposed the BPFO-CI technique to overcome the noise amplification, back-
ground over transformation, and detail preservation challenges during contrast enhancement. In this 
technique, the authors used weighted cumulative distribution function (WCF) in which a threshold 
value controls the background over transformation.

https://adcaij.usal.es
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Furthermore, the foreground grey levels are divided into two regions based on mean and median 
values, using the local intensity adjustment factor, and their weights are computed as WCF. The 
mammograms' original intensities are mapped to these computed values. A significant performance 
enhancement is observed for the MIAS dataset.

2.3. Segmentation
After the preprocessing of the screened image, the next task was the identification of its objects 

and their categorization into ROI and the background. Segmentation means keeping the ROI for fur-
ther processing and discarding the background region. Segmentation techniques are broadly based on 
thresholding, region-based, boundary-based, template matching, and deep learning.

Thresholding is a simple, computationally inexpensive, easy to implement, and the most frequently 
used segmentation technique. Compared to the threshold value, high-intensity pixels are considered 
part of the foreground region, whereas other pixels are considered background and discarded from 
further processing. Thresholding is divided into global and local categories. Commonly used thresh-
olding techniques include the minimum error, maximum entropy, and Otsu's thresholding method. In 
boundary-based segmentation, high pass or gradient (such as the Sobel filter, canny edge detector, and 
Prewitt and Robert operators) filters are used for edge extraction. Based on these edges, the boundary 
of ROI is identified. In region-based segmentation, pixels are assigned regions based on their similarity 
(similar texture, color, and grey level). It is further divided into two categories: the region-growing 
technique and the splitting and merging technique. In template matching, objects from the images are 
extracted based on the provided object's templates. According to Talmi et al. (2017), the technique 
faces challenges when there are changes in scale, background clutter, background illumination, in the 
presence of occlusion, and in the detection of non-rigid transformations.

Based on these approaches, several segmentation techniques have been proposed by researchers. 
Byung and Bong (2010) proposed an isocontour map to delineate the boundaries of pectoral muscle, 
breast, and mass (dense regions) using the topographic and geometric structure representation. These 
structures are analyzed using an inclusion tree, and any region's saliency was measured based on its 
minimal value (nesting depth). Further, different scaled features are analyzed using multiscale isocon-
tour maps. The 400 mammogram images from the database of Heath et al. (1998) achieved 90% and 
100% detection rates for 2.3 and 3.8 false-positive rates, respectively. Aghdam et al. (2014) proposed 
the probabilistic adaptive thresholding technique based on the image's texture. It is suitable to remove 
the issues that occur due to non-uniform background intensities.

To overcome the limitations of segmentation (variation in the breast region, image quality, and 
need for a large number of dataset images), Sharma et al. (2019) combined deformable image registra-
tion with clustering to capture the variations and identify the atlas images. Similar mammograms are 
segmented using their atlas images and deformable image registration. The performance of the pro-
posal was compared based on the Jaccard index and Hausdorff distance with three advanced segmen-
tation techniques for mini MIAS and DDSM datasets and was found to perform better for 79.50% and 
74.22% of images. Taghanaki et al. (2017) proposed a BI-RADS tissue density-based technique to seg-
ment the pectoral muscle from mammograms. The region-growing algorithm merged with geometric 
rules to identify the pectoral muscle (concave, convex, normal and combinatorial). The performance 
was tested on 872 mammogram images from MIAS, INbreast, and DDSM dataset images, where the 
authors achieved an acceptable segmentation rate of ~95%, as well as 0.972±0.003 and 0.985±0.001 
were the computed Jaccard index and Dice similarity coefficients.

https://adcaij.usal.es
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A segmentation technique was proposed based on the modified transition rule (maximum updating 
of the cell strength) (Anitha and Peter, 2015). The initial level ROI segmentation was done using histo-
gram peak analysis. The average of the computed GLCM was used for the identification of the initial 
seed point. Further, the seed point, cellular automata, and modified transition rule were used to perform 
segmentation. 93.48% and 92.25% were the achieved segmentation accuracy and sensitivity percent-
ages for 70 images from the mini-MIAS dataset. Hamad et al. (2022)proposed fuzzy clustering-means 
and threshold (FCMT) segmentation approach in which fuzzy clustering technique is combined with 
the thresholding. It can accurately segment the mammogram’s non-infected (normal) and breast tumor 
regions without needing any prior boundary detection training. An intersection over union (IOU) of 
97.34 and an f1-score of 95.39 were achieved for the CBIS-DDSM dataset. Using C-means clustering 
the ROIs were detected and divided into patches of positive and negative categories (Shamim, 2022). 
The positive patches trained the U-net segmentation network. The DDSM dataset achieved 98.5%, 
97.8%, 97.4%, and 98.2% of f-measure, dice score, Jaccard index, and accuracy, respectively.

To overcome the mass segmentation problems related to low SNR, and more false positives, Rajal-
akshmiet al. (2020) proposed a mass segmentation technique. The authors merged both the encoder- 
decoder (U-Net) model and dense conditional random fields (CRFs), such that the encoder captured 
the region's textual information and the decoder found the spatial location of ROIs. The dense CRF 
fine-tuned the segmentation process for the identification of edges. For CBIS-DDSM and INbreast 
datasets, a dice score was achieved of 82.9% and 79%, respectively. Baccouche et al. (2021) proposed 
a connected-Unet architecture for mammogram mass segmentation. It connected two Unets through 
enhanced skip connections and integrated them with ASPP (atrous spatial pyramid pooling) to identify 
the contextual information in encoder-decoder network architecture. It achieved dice scores of 89.52% 
and 95.28% and intersection over union (IoU) scores of 80.02% and 91.03% on CBIS-DDSM and 
INbreast datasets, respectively. Inspired by Unets, Alkhaleefah et al. (2022) proposed a segmentation 
technique called Connected SegNets. In it, two SegNets connected through skip connections, and IoU 
replaced their cross-entropy loss functions. CLAHE was used for the region's enhancement, followed 
by its augmentation using the flip and rotation geometric transformations. It achieved dice scores of 
92.86% and 96.34% and IoU (intersection over Union) scores of 91.21% and 87.34% on the CBIS-
DDSM and INbreast datasets, respectively. Several authors suggested different state-of-the-art ROI 
segmentation techniques for breast cancer detection (Vidal et al., 2022; Cho and Yoon, 2021; Raviku-
mar et al., 2023; Alam et al., 2023).

2.4. Data Augmentation and Balancing
It is an optional stage preferred by many researchers in recent studies. Multi-class datasets may 

have data in an inadequate (lower) amount or an imbalanced form. Using such datasets to evaluate the 
performance of classifiers may generate unreliable results, as they may be inaccurate.

Data augmentation and balancing techniques are used to overcome these problems. In the aug-
mentation process, additional transformed copies of screened images or their ROIs are generated to 
increase the dataset images. It is preferable for low-volume datasets to have a lower number of images. 
A large number of techniques are used for image augmentation, such as position augmentation and 
color augmentation, which include rotation, shifting, blurring, flipping, sharpening, random cropping/
erasing, mixing images, padding, affine transformation, color manipulation, changes in scale/bright-
ness/contrast/hue and addition of noise to the image, etc. In addition, to correctly evaluate the perfor-
mance of classification models on multi-class datasets, the same volume of data is provided from each 
class to balance the data.

https://adcaij.usal.es
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According to Taylor and Nitschke (2018), image augmentation is necessary for the performance 
enhancement of deep learning networks on small or imbalanced datasets. The authors proposed the 
random erasing augmentation technique (Zhong et al., 2020). They selected a rectangular region from 
the image and replaced it with random values. In the study of Ghiasi (2021), copy-paste augmentation 
techniques outperformed the segmentation process, and the rare objects were efficiently handled using 
them. To deal with imbalanced datasets, a novel augmentation tool called imbalanced data augmenta-
tion generative adversarial networks (IDA-GAN) was proposed (Yang and Zhou, 2021). In it, the vari-
ational autoencoder specifies the distribution of minority and majority classes, followed by using this 
distribution and generative model for the GAN training. Raj et al. (2022) proposed an augmentation 
technique (non-linear) based on crossover. It is a non-label preserving technique that uses a two-point 
crossover approach to synthesize the input images and generate augmented images equal to the num-
ber of input images. For mini-MIAS dataset images, a 1.47% increase in classification accuracy was 
achieved on the VGG-16 model. Sharma and Purwar (2023) proposed a dataset from the extracted ROI 
images of the mini MIAS dataset's mammogram images. An additional 71 augmented images were 
generated using flip and rotation augmentation techniques to form a 23256 ROI dataset for each ROI 
image. Its performance has been evaluated for 24 classification models on five feature vectors and a 
classification accuracy enhancement of 2.8% to 22.16% was observed.

2.5. Feature extraction
Image features represent the image's content/information, for example, the presence of any structure 

(object, point, edge, etc.) in it. These features also represent the image's visual information in vector 
space and make it possible to apply mathematical operations to them, such as the identification of sim-
ilar feature vectors to find similar images or objects. Image feature extraction techniques are broadly 
divided into white and black box categories. One or more predefined algorithms can be used for feature 
extraction in the first category. These are easy to understand, such as image histogram, local binary 
pattern (LBP), scale-invariant feature transform (SIFT), speeded-up robust features (SURF), binary 
robust independent elementary features (BRIEF), features from accelerated segment test (FAST) and 
oriented fast and rotated brief (ORB). All extracted features or their selected/computed subset can be 
taken as a feature vector (FV). Similar to the model's local properties and logic, the black box methods 
are not explainable and require additional understanding capabilities. This approach is used in CNN 
and deep learning models.

Sharma and Purwar (2021) used a combination of a subset of texture features (GLCM and uniform 
LBP) and smart features extracted from one of the pre-trained deep neural networks (modified Alexnet). 
To reduce the feature vector size, homogeneity, entropy, contrast, and correlation, the values of GLCM 
are chosen in feature vector creation, and transfer learning is used to extract the smart features. When 
evaluated on seven classifiers, the highest classification accuracy of 98.8% was achieved over the ensem-
ble boosted tree classifier, for which 100% and 92.55% are the sensitivity and specificity, respectively.

Zemmal et al. (2019) used a combination of GLCM and LBP features and extracted their mutual 
information and correlation for feature vector generation. The authors used a Transductive SVM clas-
sifier to evaluate the performance of the computed FV and achieved an accuracy of 96.09% on the 
DDSM dataset. In another work, Sharma and Purwar (2023) used features extracted from HOG, ULBP, 
intensity histogram (hist), ULBP+HOG, and hist+ULBP+HOG as FV and achieved significant classi-
fication performance over 24 classifiers. In a series of studies, the smart features were extracted from a 
pre-trained deep learning model and combined with ELM, IoT and ensemble techniques and achieved 
good classification performance (Chakravarthy et al., 2023; Pati et al., 2023; Oza et al., 2023).
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2.6. Classification Techniques
These are the machine learning approaches that classify the input-screened image either into can-

cerous or non-cancerous categories. These models are initially trained using training data, and on the 
basis of their learning, they classify validation data. Classification techniques are categorized into 
supervised and unsupervised machine learning (ML) techniques. During performance evaluation, if 
the input data class is known/labeled, the technique is known as supervised learning, otherwise it is 
unsupervised. The ML techniques are further categorized into traditional ML and deep neural network 
based (DNN) techniques based on how the features are extracted and classified. The DNN models have 
integrated feature extraction and classification stages, whereas these are non-integrated in traditional 
models. In recent approaches, researchers adopted transfer learning (TL) to incorporate the benefits of 
both ML techniques. In TL, features are extracted from the intermediate hidden layers of selected pre-
trained DNN models (such as Alexnet) and evaluated on other classification models.

According to Li et al. (1984), the decisions in decision tree-based classification are based on the tree 
structure created for different feature values during the training process. The parent nodes sub-branch is 
selected on the basis of the matching value of the feature's vector. The process continues until the leaf 
node (which represents the class) is reached. Based on the flexibility of possible splits, this technique is 
divided into fine, medium, and coarse trees supporting 100, 20, and 4 approximate splits, respectively. 
The linear and quadratic discriminant analysis (LDA & QDA) classification techniques can easily com-
pute closed-form solutions in less time, and there is no additional requirement for hyperparameter tun-
ing (Guo et al., 2007; Seber, 2009). The learning process of LDA is limited to linear boundaries only, 
whereas QDA, being flexible, can also learn quadratic boundaries. Support vector machine (SVM) is 
based on supervised learning which creates decision boundaries (hyperplane) for the input FV's data, 
in which classification is done based on the nearest hyperparameter. Broadly, the SVM is classified into 
linear and non-linear categories. It has been shown that, for different kernel functions and scales, SVM 
can be further divided into linear, quadratic, fine gaussian, medium gaussian, and coarse gaussian SVM 
(Christianini and Taylor, 2000; Hastie et al., 2009). Ensemble-based classifiers are complex but pro-
vide enhanced performance by combining the results of multiple models (Freund and Schapire, 1997; 
Schapire et al., 1998; Breiman, 1996; Breiman, 2001). Bagging-based classifiers are based on bootstrap 
aggregation to reduce the decision tree's variance. In extension to bagging, in a random forest, random 
attributes are selected at each decision tree node to determine the split.

As suggested by Kaiming et al. (2015), based on the neural network's (NN) input layer size, i.e., 
10,25,100, these classifiers are categorized as narrow, medium, and wide NN. Based on the number 
of fully connected layers, these are categorized as bilayered and trilayered NN classifiers. K-nearest 
neighbor-based classifiers suggested by Friedman et al. (1977) follows supervised learning and assigns 
each data point to a similar class (available K classes). Based on the number of neighbors, i.e., 1, 
10,100, these are classified into fine, medium, and coarse KNN, whereas, based on distance metric, 
i.e., cosine and Euclidean, these are classified as cosine and weighted KNN. DNN-based models can 
automatically extract informative and powerful features from input images. Different pre-trained net-
works are formed for the different values of the dimension, accuracy, speed, and size of input images.

Petrini et al. (2022) proposed a two-view classifier created using three-level transfer learning. 
Rotation, zoom, shear, intensity, and horizontal/vertical shift techniques were used to augment the 
data. The weights of EfficientNet were used to train the patch classifier, whose weights were used to 
train a single-view classifier, whose weights were further used to train the two-view classifier. Using 
a 5-fold cross-validation on the CBIS-DDSM dataset, an AUC of 0.93 was achieved. Cheng et al. 
(2020) proposed spatial enhanced rotation aware network (SERAN) classification model. They used 
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mirroring and rotation to augment the dataset, followed by adopting a residual encoder and decoder 
for feature extraction, feature fusion, and prediction refinement. To improve the network's training 
process, the authors adopted inside-outside loss regulation. On the DDSM dataset, it achieved an accu-
racy of 99.84%, a sensitivity of 87.70%, and a specificity of 99.90%. Azour et al. (2023) integrated 
the EfficientNet model with other pre-trained models using hard and soft voting of ensemble learn-
ing. The proposed ensemble-based learning classifier on the CBIS-DDSM dataset using the 10-fold 
cross-validation approach achieved an accuracy of 96.05%. Sharma and Purwar (2020) differentiated 
the pixels of interest from the background using two different thresholding techniques (extended otsu 
and adaptive threshold computed using histogram peak analysis), which were applied in parallel to 
preprocessed mammogram images from the mini-MIAS dataset. Their combined resulting images 
achieved an accuracy of 93.45% on the Alexnet model.

To optimize the classifier's penalty and kernel parameters, Mohanty et al. (2020) proposed an opti-
mized kernel extreme learning machine (KELM) classifier using a weighted chaotic scalp swarm algo-
rithm (WC-SSA). Further, quality features were extracted by merging Shannon's, Tsallis's, and Renyi's 
entropies with the energy computed using block-based discrete wavelet packet transform (BDWPT). 
Accuracies of 99.28%, 99.63%, and 99.60% were achieved for MIAS, DDSM, and BCDR datasets, 
respectively. In the study of Uthoff and Sieren (2018), k-medoids clustering has been used to remove 
highly intra-correlated features. The combination of gray-level run length (GLRL), grey-level size 
zone (GLSZ), law's texture energy measures (LTEM), and neighborhood gray-tone difference (NGTD) 
features extracted from the DDSM dataset using ANN with the ten hidden layers classifier achieved 
96.2%, 97.6% and 95.2% of accuracy, sensitivity and specificity, respectively. To improve the accuracy 
of the SVM classifier for the mammogram images (Loizidou et al., 2020), the temporal subtraction of 
mammograms has been done post-registration of preprocessed mammograms. For computed shape, 
intensity-based, FOS, and GLCM features, a 99.5% accuracy was achieved for 80 Dicom images 
from Cyprus Hospital. MIAS mammogram images were enhanced using full-scale histogram stretch-
ing (FSHS), histogram equalization, morphological enhancement, and wavelet transform (Mabrouk 
et al., 2019). An accuracy of 97% was achieved for the ANN classifier. A multi-feature fusions-based 
approach has been proposed by Zhang et al. (2020) in which cross-modal pathological semantics 
among features were used for early fusion. Dynamic weights for features were used for mid-level fea-
ture fusion, followed by two voting-based ensemble learning used for late feature fusion. The features 
computed using LBP, HOG, SIFT, residual network (ResNet), visual geometry group (VGG), and 
densely connected convolutional networks (DenseNet) achieved a classification accuracy of 90.91% 
and 87.93% for CBIS-DDSM and INbreast dataset, respectively. Li et al. (2019) used an updated 
inception structure to replace DenseNet-II neural network's first convolution layer. An accuracy of 
94.55% has been achieved on preprocessed and normalized mammogram images.

Li et al. (2021) proposed a DUAL CORENET classification model using two learners. One of 
these is a locality-preserving learner, focusing on the hierarchical extraction of intrinsic features. In 
contrast, the other is a conditional graph learner, which generates the geometrical features by pix-
el-wise modeling (mask correlation). An AUC of 0.85 and 0.93 was achieved for DDSM and INbreast 
datasets, respectively. Zebari et al. (2021) used an artificial neural networks (ANN) based classifier 
to classify the computed multi-fractal dimension (M-FD) features. Hybrid, shrink, and soft thresholds 
were applied to compute the ROI and noise suppression. Good performance was achieved for Mini-
MIAS, DDSM, and BCDR datasets. In another approach, Sharma and Purwar (2022), used TL, DCNN 
computed features were merged with texture features (LBP, GLCM). On the mini-MIAS dataset, the 
ensemble boosted tree classifier achieved classification accuracy, sensitivity, and specificity of 98.8%, 
100%, and 92.55%, respectively.
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3. Performance Evaluation Parameters
Any classification model's performance evaluation and comparison is based on universal formulas/

matrices. Many such parameters exist, but classification accuracy, specificity, sensitivity/ recall, precision, 
and F-1 score are commonly used. Some of the existing CAD models of breast cancer detection classify 
the screening images into two classes, i.e., benign/non-cancerous and malignant/cancerous, whereas oth-
ers classify them into three classes, including the normal class and two existing classes. So generalized 
formulas related to their computations are given in this section. In their representation, TP, TN, FP, and FN 
represent the count of true positive, true negative, false positive, and false negative, respectively.

Accuracy

The ratio of the count of correct predictions to all possible predictions. Accuracy 
is given as:

accuracy
TP TN

TP TN FP FN
(%) =

+

+ + +
 … .   (1)

Sensitivity/ Recall
It is computed separately for each class by taking the ratio of the count of true predictions made as 

that class to the actual number of cases of that class. It can be generalized as the ratio of true positives 
and all actual positives, as given below:

sensitivity =
TP

TP + FN
 … .   (2)

Precision
It is the ratio of the number of true predictions made as that class to the total number of predictions 

made as that class. It can be generalized as the ratio of true positives and predicted positives, as given below:

precision =
TP

TP + FP
 … .   (3)

Specificity
It is the ratio of the number of true predictions which do not belong to the corresponding class to 

the sum of other classes' true predictions and false predictions as that class. It can be generalized as the 
ratio of true negatives and all actual negatives, as given below:

specificity =
TN

TN + FP
 … .   (4)
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F-1 score
Also known as the harmonic mean of sensitivity and precision of the corresponding class. It can 

be computed as:

f score
sensitivity precision

sensitivity precision
1 =

2* *

+  … .   (5)

Area Under the Curve (AUC):
AUC represents any classifier's ability to assign the classes to input feature vectors. The larger the 

value of AUC, the better the classification performance is. Its range is between 0 and 1, where 0 rep-
resents all classifications as incorrect, and 1 illustrates all correct classifications.

Based on performance evaluation parameters discussed in this section, the performance of various 
state-of-the-art classification techniques shown in the previous section (classification techniques) is 
summarized in Table 3 below:

Table 3. Summarized performance of various classification models

Technique's 
reference

Dataset Features Classification Model Performance

Petrini et al., 
2022

CBIS-DDSM
Two-view classifier 
created using three-
level transfer learning.

AUC-0.93

Cheng et al., 
2020

DDSM
Proposed SERAN 
model.

Accuracy- 99.84%
Sensitivity- 87.70%
Specificity- 99.90%

Azour et al., 
2023

CBIS-DDSM Ensemble learning. Accuracy- 96.05%

Sharma and 
Purwar, 2020

Mini-MIAS Alexnet Accuracy- 93.45%

Li et al., 
2021

DDSM, INbreast
Proposed model- 
DUALCORENET.

AUC (DDSM- 0.85, 
INbreast- 0.93)

Zebari et al., 
2021

Mini-MIAS, DDSM, 
BCDR

Multi-fractal 
dimension (M-FD).

ANN

Mini-MIAS
(Accuracy- 96.2%, 
sensitivity- 96.63%, 
specificity- 95.37%),
DDSM
(Accuracy- 98.57%, 
Sensitivity-98.33%, 
Specificity- 98.8%), 
BCDR
(Accuracy- 97.82%, 
Sensitivity-98.57%, 
Specificity- 96.81%)

(continued)
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Technique's 
reference

Dataset Features Classification Model Performance

Sharma and 
Purwar, 2022

Mini-MIAS

DCNN features 
merged with LBP 
and GLCM texture 
features.

Ensemble Boosted 
Tree

Accuracy-98.8%, 
Sensitivity-100%, 
Specificity-92.55%

Mohanty et 
al., 2020

MIAS, DDSM, BCDR

Shannon entropy, 
Tsallis entropy, 
Renyi entropy, and 
energy extracted 
using BDWPT.

Optimized-KELM 
using WC-SSA.

Accuracy
(MIAS-99.28%, 
DDSM-99.63%, 
BCDR-99.60%)

Uthoff and 
Sieren., 2018

DDSM

Combination of 
GLRL, GLSZ, 
LTEM, and NGTD 
features.

ANN with ten hidden 
layers.

Accuracy-96.2%, 
Sensitivity-97.6%,
Specificity-95.2%

Loizidou et 
al., 2020

Mammogram's DICOM 
images of 80 patients 
collected from hospitals 
in Cyprus.

Intensity features, 
Shape features, 
FOS, and GLCM 
features.

SVM Accuracy- 99.5%

Mabrouk et 
al., 2019

MIAS

Texture, Shape, and 
invariant moment 
features are 
integrated.

ANN Accuracy- 97%

Zhang et al., 
2020

CBIS-DDSM, INbreast
LBP, HOG, SIFT, 
ResNet, VGG, 
DenseNet.

DE-Ada (Discriminant 
correlation analysis 
-effective range-based 
gene selection- 
Adaptive Boosting 
algorithm).

Accuracy-
(CBIS-DDSM- 
90.91%,
INbreast- 87.93%)

Li et al., 
2019

Mammogram images 
from the Hospital 
of Shanxi Medical 
University

DenseNet-II neural 
network.

Accuracy- 94.55%

4. Conclusion
This paper presented a literature review of breast cancer detection in mammogram images. The 

series of stages used in detection are discussed in detail along with a number of image datasets avail-
able in the literature.

To achieve good performance, the preprocessing of screened images is necessary for extracting 
and enhancing regions of interest. Researchers, along with the usage of traditional filters, propose 
numerous preprocessing techniques. Furthermore, a large number of segmentation techniques have 
been proposed by researchers and semantic techniques which have been found to be more suitable.

Table 3. Summarized performance of various classification models (continued)
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It has been found that researchers apply several augmentation techniques on mammogram images 
either directly or on ROI-segmented images to generate large-size datasets. Large datasets are provid-
ing classifiers with sufficient data and help avoid data underfitting problems.

Earlier CAD models were based on traditional features and conventional classification approaches. 
These classifiers were simple but not very smart, and their performance was sensitive to externally 
extracted features. Due to significant improvements, recent deep learning models are replacing con-
ventional classifiers. The depth of these models is increasing tremendously, and many hidden layers 
provide an enhanced learning environment. Their integrated feature extraction and classification capa-
bilities reduce the overhead of manual feature extraction. Although the performance of these deep 
learning-based models is very appealing, it involves complex training and architectural issues.

Using transfer learning (TL), researchers recently adopted the benefit of both deep learning and 
traditional feature extraction techniques. Using TL, the learning of pre-trained deep neural networks is 
used for quality feature extraction.

A significant performance improvement has been observed after incorporating deep and transfer 
learning over traditional feature extraction and classification models.
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