
https://doi.org/10.14201/adcaij.29969
https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es


https://adcaij.usal.es

	Comparison of Swarm-based Metaheuristic and Gradient  Descent-based Algorithms in  Artif icial Neura
	ABSTRACT
	1. Introduction 
	2. Artificial Neural Networks 
	2.1. ANN Training 
	2.2. ANN Training Algorithms 
	2.2.1. Gradient Descent-Based Algorithms 
	2.2.2. Swarm-Based Metaheuristic Algorithms 


	3. Experimental Results 
	4. Determination of the Best Metaheuristics for ANN Training 
	4.1. Classification Success 
	4.2. Performance Assessment on Different Benchmarks 

	5. Conclusions 
	6. References 


