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This study investigates the estimation of the concentration of methylene blue 
solutions to understand if visible spectrophotometry could be performed 
using a smartphone and machine learning. The presented procedure consists 
of taking photos, detecting test tubes and sampling region of interest (ROI) 
with YOLOv5, finding the hue, saturation, value (HSV) code of the dominant 
color in the ROI, and regression. 257 photos were taken for the procedure. 
The YOLOv5 object detection architecture was trained on 928 images and 
the highest mAP@05 values were detected as 0.915 in 300 epochs. For 
automatic ROI sampling, the YOLOv5 detect.py file was edited. The trained 
YOLOv5 detected 254 out of 257 test tubes and extracted ROIs. The HSV 
code of the dominant color in the exported ROI images was determined and 
stored in a csv file together with the concentration values. Subsequently, 25 
different regression algorithms were applied to the generated data set. The 
extra trees regressor was the most generalizing model with 99.5% training 
and 99.4% validation R2 values. A hyperparameter tuning process was 
performed on the extra trees regressor and a mixed model was created using 
the best 3 regression algorithms to improve the R2 value. Finally, all three 
models were tested on unseen data and the lowest MSE value was found in the 
untuned extra trees regressor and blended model with values of 0.10564 and 
0.16586, respectively. These results prove that visible spectrophotometric 
analysis can be performed using the presented procedure and that a mobile 
application can be developed for this purpose.
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1. Introduction
The recent decade witnessed the exciting success of machine learning in many areas, from bioinfor-

matics to transportation (Aytaç, 2020; Arpaia et al., 2021). Breakthroughs in computer science theory, 
algorithmic analysis, and computational power have created methods for extracting useful knowledge 
from big data (Milojevic-Dupont and Creutzig, 2021). As a result, a new scientific field named machine 
learning (ML) has emerged. Since Arthur Samuel came up with the concept of “machine learning” 
in 1959, the rising popularity of this concept is making judgments in many areas (Aytaç and Khayet, 
2023a). Machine learning uses unique approaches that allow computers to design interactions, forecast 
future events accurately and reveal complex underlying dynamics (Duysak and Yigit, 2020; Dogan and 
Birant, 2021; Aytaç, 2021a; Aytaç, 2022a; Khayet, 2022). These approaches can either be supervised, 
unsupervised, or reinforced. Supervised learning methods, that include classification or regression, may 
train a classifier to predict new data using known inputs and outputs. Unsupervised learning methods 
such as clustering, dimensionality reduction, anomaly detection and density estimation can uncover hid-
den patterns in the provided data. Reinforcement learning algorithms may learn from prior experiences 
and determine the best actions to take in an unknown environment to accomplish the optimal state transi-
tion for achieving the objective (Aytaç and Khayet, 2023b; Aytaç et al. 2023c; Aytaç et al. 2023d). Some 
of the research using these three branches of ML include robust fall detection in video surveillance (Lian 
et al., 2023), fire recognition (Sun et al., 2022), diagnosing Alzheimer’s disease using brain magnetic 
resonance imaging scans (Liu et al., 2023), temporal dynamic vehicle-to-vehicle interactions (Guha et 
al., 2022), to control chaos synchronization between two identical chaotic systems (Cheng et al., 2023), 
scheduling parallel processors with identical speedup functions (Ziaei and Ranjbar, 2023), controller for 
dynamic positioning of an unmanned surface vehicle (Yuan and Rui, 2023). Machine learning approach-
es still require development to be able to create high-quality predictive models, especially in situations 
where causal relationships between variables are difficult to fully resolve (Aytaç, 2021b, Aytaç 2022b).

Object detection, which is currently one of the most important areas of computer vision, aims to 
detect objects in real images from a wide number of specified categories (Liu et al., 2021). The object 
detection model usually returns proposed locations, class labels, and confidence scores for objects 
of a particular class (Solovyev et al., 2021). This type of application is very critical in many fields, 
including face recognition, autonomous driving, and medical imaging studies (Shuang et al., 2021). 
Supervised learning is the concept of learning from data using a labeled training dataset (Pereda and 
Estrada, 2019, Aytaç and Khayet, 2023d). This approach aims to create a relationship between the 
inputs and the outputs. The goal of supervised learning is to forecast the outcomes of a sequence of 
inputs that had not been used during learning (Osarogiagbon et al. 2021). Regression is an essential 
branch of supervised learning. Regression analysis is structured to approximate the relationship be-
tween a dependent variable and a series of independent variables by using a statistical approach (de 
Carvalho et al., 2020). Machine learning has taken the lead in regression problems over the last decade 
because traditional regression algorithms have difficulty handling discrete or tuned data (especially in 
multivariate regression) (Chen and Miao, 2020). Regression analyses is now very popular for handling 
prediction tasks because it is interpretable and simple (Chung et al, 2020).

Spectrophotometric analysis (spectrophotometry) has various applications and is an effective tech-
nique for routine analysis since it is affordable, simple to run, and usable in all laboratories (Ebraheem et 
al., 2011; Danchana et al., 2019; Ayman et al., 2020). Spectrophotometry is based on the measurement 
of the absorption of light by the sample under investigation in the visible and near-ultraviolet range 
(García-González et al., 2020). These analyses rely on the measurement of the absorbance of solutions 
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and are comparative practices based on calibration curves and are practical tools in chemical analysis 
(Zayed et al., 2017; Marczenko and Balcerzak, 2000). Spectrophotometric processes take an important 
role in many areas such as coronal tooth discoloration (Chen, et al., 2020), dental bleaching (Claudino 
et al., 2021), drug (Arabzadeh et al., 2019), hematite/magnetite nanocomposites (Zayed et al., 2017), 
eye preparations, vial and drops (Ragab et al., 2018), dye removal (Huong et al., 2020; Pradhan et al., 
2020) and metal content (Kukielski et al., 2019) analysis. The devices used in the spectrophotometric 
analysis are called spectrophotometers. Spectrophotometers can detect minor color variations that hu-
man eyes cannot notice (Perroni et al., 2017). The most used spectrophotometers are ultraviolet (UV), 
ultraviolet-visible (UV-VIS), fluorescence, solid-phase, Fourier-transform infrared spectroscopy (FTIR), 
Raman, and surface-enhanced Raman spectroscopy (SERS) (Dumancas et al., 2017). Among them, UV-
VIS spectrophotometer is one of the most common techniques used to determine the concentration of 
dyes (color) in solutions, as it can measure the intensity of light in the visible spectrum as well as the 
ultraviolet spectrum (Bunnag et al., 2020; García-González et al., 2020). Visible spectroscopy is a precise 
and accurate approach in measuring the colors or color mixtures that our eyes detect (Eyring, 2003). 
The visible spectrum of light is the part of the electromagnetic spectrum that the human eye can see (as 
colors) with the lower limit between 360 and 400 nm and the upper limit between 760 and 830 nm (Slin-
ey, 2016). Visible spectroscopy is a common measurement technique in science and engineering. Ari-
aeenejad et al., (2021) and Soni et al., (2020) used UV-VIS for methylene blue measurement, Priya et al. 
(2020) used for eosin yellow measurement, Wang et al. (2020) used for crystal violet measurement, and 
Pal et al., (2021) used for Congo red measurement. Due to the lack of financial mechanisms and service 
institutions, many laboratories in developing and less developed countries find it difficult to use spectro-
photometer (Kandi and Charles, 2019). The use of mobile phones can be an alternative to overcome this 
problem. The use of smartphones has increased significantly across the world (Hao et al., 2020). Mobile 
phones and artificial intelligence are already in use in many areas, such as the detection and management 
of atrial fibrillation (Turchioe et al., 2020), automatic detection of children on mobile devices (Nguyen et 
al., 2019), emotion recognition (Zualkernan et al., 2017) and facial recognition (Azimi and Pacut, 2020). 
There are also studies on mobile phone colorimetry in the literature. However, in the conducted studies, 
the measurement requires a fixed distance, constant light intensity and additional equipment such as a 
closed chamber (Sumriddetchkajorn et al., 2013; Masawat et al., 2015; Afshari and Dinari, 2020).

This study proposes a framework to demonstrate that concentration measurements in the visible 
spectrum (colored samples) can be made quickly using a smartphone, without the need for traditional 
measuring devices. Furthermore, this work provides an alternative method for concentration mea-
surements to be made in laboratories or schools that cannot afford a spectrophotometer/colorimeter 
device. Three significant points distinguish the presented study from others in the literature. 1 – The 
proposed method does not require a fixed light source or closed chamber for concentration measure-
ment. 2 – This method can be used for photos taken from different distances, so there is no need for a 
fixed distance for the measurement. 3 – The presented study uses different regression algorithms and 
selects the model with the lowest loss function to obtain more accurate results. The procedure consists 
of four steps. In the first step, the photos of the solutions were taken remotely using a smartphone. 
Second, the test tubes in the photos were identified and automatically sampled from the region of 
interest (ROI) using the You-Only-Look-Once (YOLO)-v5 object detection algorithm. In the third 
step, the hue-saturation-value (HSV) code of the most common color in the samples was extracted and 
saved in the csv file along with the concentration value. Finally, the extracted data were processed with 
various regression algorithms and concentration estimates were made. The main sections of the study 
are illustrated in Figure 1.

https://adcaij.usal.es
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2.2. Object Detection
The fifth version of the YOLO object detection algorithm was used to determine the location of test 

tubes on images and to automatically sample the ROI. Glenn Jocher of Ultralytics LLC5 first released 
YOLOv5 in May 2020 (Jocher et al., 2021). YOLO is a coherent algorithm for real-time detection that 
reformulates the detection function as a single regression problem (Yap et al., 2020). The YOLOv5 

Figure 1. The flow chart of the process

Figure 2. The setup used for photography

2. Methodology

2.1. Taking Photos
Methylene blue solutions with concentrations ranging from 0 to 250 mg/L used in the study. The 

photos were taken remotely with a smartphone using a remote-control application in different lighting 
conditions on a fixed white background. The purpose of taking the photos remotely was to avoid mea-
suring incorrect brightness values by blocking the light. 257 images were taken from distances of 20, 
30 and 40 cm. The setup and some of the collected photos are shown in Figures 2 and 3, respectively.

https://adcaij.usal.es
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module uses a single neural network architecture to find the object in the image with class probability 
and bounding boxes. The architecture was first implemented as part of a network known as Darknet 
(Vishwakarma and Vennelakanti, 2020). Publicly available test tube images were used to train this al-
gorithm. For image augmentation, the dataset was increased to 928 using the imgaug library in Python 
(Jung, 2018) and split 80/20 as train/test data. Some examples of the augmented images used to train 
YOLOv5 are shown in Figure 4.

Figure 3. Some examples of the photos taken for the procedure  
(i = concentration, ii = distance to camera)

Figure 4. Some of the augmented images used in the object detection training process

https://adcaij.usal.es
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One of the important points of the study is to take samples from the ROI of the detected test tubes. 
This was done by editing the detect.py file, which is used for the object detection step of the YOLOv5 
algorithm. The following simple code was implemented in the detect.py file after line 114. This addi-
tional line extracted a 100x100 pixel sample from the ROI of the image. The center of the ROI was the 
center of the bounding box on the x-axis and 30 % of its height on the y-axis. The pseudo-code for the 
ROI extraction is given in Table 1.

2.3. Finding the Dominant Color
The HSV color space highlights the visual variants of hue (H), saturation (S), and value (some-

times referred to as intensity or brightness) (V) of an image pixel (Bora et al., 2015). The HSV color 
in a three-dimensional space is a hexagon and the central vertical axis of this hexagonal structure rep-
resents the brightness (V). The apparent reflectance of a surface or the relative luminous reflectance of 
a colored surface patch is referred to as V. When an image is captured with a digital camera, V in the 
HSV code of the pixel is also a marker of the intensity of ambient light around the camera. The chro-
matic property that represents a pure color in the HSV space is hue and hue is represented as an angle 
between 0 degrees and 360 degrees. The saturation variable is the radial distance from the central axis 
and is described as the vitality of the color (Sural et al., 2002; Garcia-Lamont et al., 2018). The HSV 
color space has some important features, such as brightness, which are decoupled from the hue data. 
The H and S features mimic the human perception of color, so these HSV color space components 
become a valuable approach for developing image processing algorithms, and also this color space is 
useful for matching colors or suitable for determining whether one color is similar to another color 

Table 1. Pseudocode of ROI extraction (added to detect.py file after Line 114).

1: det ← detection

2: im0 ← image file in detection

3: img_ ← format changed image file in detection

4: save_img ← if called save the cropped image

5: xyxy ← an array containing the coordinates of the four corners of the bounding box

6: xc ← center of the x coordinate of the bounding box

7: yc ← center of the y coordinate of the bounding box

8: h ← height of the bounding box
9: h2 ← 20 % of the height of the bounding box

10: if save_img

11: for every det:

12: find xc by adding xyxy[0] and xyxy[2] and divide by two

13: find yc by adding xyxy[1] and xyxy[3] and divide by two

14: find h by subtracting xyxy[1] from xyxy[2]

15: find h2 by multiplying h by 0.3

16: change format of im0 to unsigned integer

17: crop img_ from the desired coordinates (in this study yc-h2:yc-h2+100, xc-50:xc+50)

18: save crop to the desired path with the name of im0

https://adcaij.usal.es
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(Cardani, 2001; Garcia-Lamont et al., 2018). The HSV color space attempts to accurately explain vi-
sual color associations precisely and the color segmentation of an image is relatively easy in the color 
space. The Python OpenCV library was used to determine the HSV code of the most common color in 
the samples. The concentration values of the samples, together with the HSV codes, were then record-
ed in a csv file, providing the necessary dataset for the regression process. The pseudo-code for extract-
ing the dominant HSV code and saving it to a csv file with the concentration value, is given in Table 2.

The illustration of the test tube detection, sampling of ROI, and creating the csv file for the regres-
sion process stage can be seen in Figure 5.

2.4. Regression
The regression process was performed using the Python PyCaret library on Google Colaboratory. 

PyCaret is a low-code, open-source Python environment for machine learning applications. PyCaret 
uses 25 different algorithms for regression and sorts the results according to the desired accuracy 
measure (Ali, 2020). In the process, the specifications of the computer assigned by Google Colabo-
ratory are as follows: Tesla K80 graphical processing unit (GPU) (2496 CUDA cores, 12GB GDDR5 
VRAM), 2.3 GHz Intel(R) Xeon(R) central processing unit (CPU), 13 GB random access memory 
(RAM), 33 GB of storage. In real-world applications of spectrophotometry, researchers first prepare 
a suitable calibration curve with a high R2 value (> 99 %) using standard solutions and then measure 
the concentrations of unknown samples using this calibration curve. In this study, however, the images 
were taken as a whole; not separated into standard solutions and unknown samples. First, all solutions 
were photographed and then the data set was divided into training/validation data and unknown sam-
ples using 500 random state values to generate an acceptable calibration curve (to create a generalized 
model). Random state values were selected using the criteria of training R2 > 99.4% and training/
validation R2 difference < 0.1%.

Table 2. Pseudo-code of HSV extraction on ROI and saving to a csv file with concentration value.

1: path ← the path of images

2: namelist ← a list of the names of the images (names are the concentrations)

3 HSV_codes ← a list to store HSV codes

4: dominant_RGB ← most repeating RGB code in the image

5: array_RGB ← array form of RGB code

6: nrm_array_RGB ← normalized RGB values (by dividing 255)

7: dominant_HSV ← convert normalized dominant RGB code to HSV

8: for every image in path:

9: find dominant_RGB

10: convert dominant_RGB to array_RGB

11: normalize array_RGB

12: covert array_RGB to dominant_HSV

13: add dominant_HSV to HSV_codes list

14: save HSV_codes to csv

15: add namelist to saved csv

https://adcaij.usal.es
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The regression pipeline in the study is as follows. The first step in the regression process was to 
leave 10 % of the photos as unseen data (unknown samples) for the concentration measurement. The 
initial setup of the data was then performed. The data set was split into 80/20% training/validation data 
(to see if the model was overfitting or underfitting). The next step was to apply different regression 
algorithms with tenfold cross-validation to the training data and find the best model with the desired 
evaluation metric. The selection of the appropriate regressor was done depending on the target loss 
function (R2), as the evaluation of the accuracy of the calibration curve in UV-VIS spectroscopy is 
done on this value (Aragaw and Angerasa, 2020; Mijinyawa et al., 2020; Mokhtari et al., 2020). The 
training data can be considered as the standard solution used for the calibration curve.

Three different regression approaches were applied to the data set. First, a generalized model was 
determined, and the regression process was run. Second, the generalized model was hyper-parameter-
ized to see if the scoring metrics could be improved and the regression process was run again. Third, 
the top 3 regressors were mixed (VotingRegressor) to evolve the model. A VotingRegressor could com-
bine individual regressors to overcome the weaknesses of different regression algorithms and achieve 
more accurate prediction results (Pedregosa et al., 2011).

3. Results and Discussion

3.1. Object Detection
The object detection process started with the training of the YOLOv5 algorithm on 928 augmented 

images. The evaluation metrics of the training process of YOLOv5 for test tube detection after 300 
epochs can be seen in Figure 6.

Figure 5. Illustration of object detection, sampling and creating csv file steps  
(i = concentration, ii = distance to camera)

https://adcaij.usal.es
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Figure 6. Training results of YOLOv5

Figure 7. Examples of the object detection algorithm results and sampled ROIs (i = concentration, ii 
= distance to the camera, iii = sampled ROI)

As can be seen in Figure 6, the precision, mean precision, and recall values indicate that the training 
process was at a sufficient level. The mAP@05 value was around 0.880 after 30 epochs and the best 
mAP@05 value reached 0.915. A recognition process was then performed on the recorded images 
(conf. = 0.50, iou = 0.50). The trained YOLOv5 model detected 254 test tubes on 257 images and 
automatically sampled the ROIs. Figure 7 shows some of the detected test tubes (with bounding boxes 
and confidence values) and sampled ROIs.

https://adcaij.usal.es
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3.2. Finding the Dominant Color
The HSV code of the most repetitive color in the ROI was extracted using the Python OpenCV 

library. The extracted HSV codes and the concentration values of the samples were stored in a csv file. 
Thus, an image was transformed into an array form containing 3 independent variables (HSV codes) 
and 1 dependent variable (concentration).

3.3. Regression
To generate an acceptable calibration curve and to generalize the model, 500 (0-499) random state 

values were investigated. The regression pipeline was as follows.

1. Split data set as training/validation data and unseen data by 90/10 % (229 and 25 data instances 
respectively);

2. Split training and validation data by 80/20 % (183 and 46 data instances, respectively);
3. Transform training and validation data with Yeo–Johnson power transformation;
4. Run 25 different regression algorithms on the data set.

The results of the regression process (top 10 regressors) obtained for the random state value 
matching the desired criteria (training R2 > 99.4 % and training-validation R2 difference < 0.1 %) 
with 10-fold cross validation are given in Table 3. The extra trees regressor (ETR) seemed to be the 
most appropriate model for our data set for random state = 449 and default hyperparameter model 
seemed to be the most appropriate one for the regression process and the rest of the study focused 
on this model.

These training and validation R2 values of ETR showed that both a suitable calibration curve was 
created, and the model did not overfit/underfit. After the selection of the generalized model, a hyper-
parameter tuning process was carried out to enhance the R2 value with 3000 iterations and 10-fold 
cross-validation. The results of the hyperparameter tuning process can be seen in Table 4.

Unfortunately, after 3000 iterations with more than 3 hours of grid search, hyperparameter tuning 
did not achieve the desired improvement. Considering the time taken, it would be unreasonable to use 
tuning as it goes against the idea of the rapid concentration measurement purpose of the method. In 
addition, a mixed model called VotingRegressor was introduced to check if better evaluation metrics 
could be achieved using the top 3 regressors (extra trees regressor, decision tree regressor and gradient 
boosting regressor). The training and validation results of the blended regressor with default hyperpa-
rameters are shown in Table 5.

The VotingRegressor slightly decreased the training R2 but improved the validation R2 compared 
to the default hyperparameter ETR results. Most importantly, the VotingRegressor improved the other 
loss functions (MAE, MAPE, MSE) compared to the default hyperparameter ETR. The training time 
of the VotingRegressor was increased, but this increase did not conflict with the purpose of the proce-
dure and was negligible.

The performance of the default hyperparameter model, the tuned hyperparameter model and the 
blended model was then analyzed using different aspects such as the learning curve plot, the predic-
tion error plot, and the residuals plot. The learning curve is a framework to capture how the machine 
learning algorithm gains from incorporating more training data, and it is a useful technique to figure 
out the amount of data used for training (Meek et al., 2002). Figure 8 shows the learning curves of 
the approaches.
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As can be seen in Figure 8, the ETR with default hyperparameters reached 99 % convergence after 
120 data instances and started to generalize the model. The standard deviations of the cross-valida-
tion results, shown as shaded green, also decreased after 100 data instances. On the other hand, the 
hyperparameter tuned ETR also reached an accurate calibration curve after 120 images. However, 
the final evaluation metrics were still not as good as untuned ETR. In addition, when this procedure 
was performed with less than 120 images, the training data score of the tuned ETR could not provide 
the desired values. When the learning curve of the blended model was examined in terms of mean 
cross-validation scores, it was seen that the blended model performed better than the untuned ETR 
model. The learning curves of the approaches showed that it is more reasonable to use VotingRegressor 
to construct an appropriate calibration curve.

In addition, prediction error plots were illustrated because an accurate estimate of the prediction 
error is mandatory to understand the final model (Frank, 2015). By referring to the 45-degree line, 
researchers have the privilege to diagnose regression models where the prediction exactly matches the 
model (Bengfort et al., 2018). The prediction error plots are shown below (Figure 9).

When the prediction error plots were examined, it was visually confirmed that the validation results 
with the lowest variance were obtained with the Voting Regressor. Compared to the untuned ETR and 
the tuned ETR, the Voting Regressor estimated the ground truth more accurately for the 100 mg/L 
sample concentration. Finally, the residuals plot was drawn to see the residuals of the training data. The 
residuals plots for the three approaches are shown in Figure 10.

Figure 8. Learning curves (a) ETR with default hyperparameters, (b) ETR with tuned 
hyperparameters, and (c) VotingRegressor

https://adcaij.usal.es
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As seen in Figure 10(a), the default hyperparameter ETR model showed more bias in predicting 
high concentrations. The hyperparameter tuned ETR (Figure 10(b)) could not fully fit the training 
data into the regression process, which also explains why it had a lower training R2 value than other 
approaches. Figure 10(c) shows the residuals of the VotingRegressor. Compared to the untuned ETR, 
when VotingRegressor was used, the actual concentrations of the 100 mg/L and 250 mg/L samples 
converged, although there were more deviations at low concentrations (around 50 mg/L).

The models were then tested on the unseen data set (unknown samples for concentration mea-
surement), which was never subjected to the regression process. The accuracy measures obtained are 
shown in Table 6.

Table 6 shows that even the accuracy measures of the default hyperparameter ETR is slightly better 
than VotingRegressor in estimating the concentration of unknown samples, the difference is negligible. 
Finally, the predicted concentrations of some of the unseen data by the models are given in Table 7.

Naturally, the tuned hyperparameter ETR resulted in worse concentration estimates. The untuned 
ETR and the blended model predicted concentration values closer to the ground truth. The prediction 
results of the unseen data showed that visible spectrophotometry can be performed using the four-step 
procedure offered in the study. This work can be seen as a type of image regression. The best-known 
example of image regression is in age detection applications. The results suggest that a mobile appli-
cation can be developed to measure the concentrations of colored samples using this procedure. With 

Figure 9. The prediction error plots (a) ETR with default hyperparameters,  
(b) ETR with tuned hyperparameters, and (c) VotingRegressor

https://adcaij.usal.es
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Figure 10. The residuals plots (a) ETR with default hyperparameters, (b) ETR with tuned 
hyperparameters, and (c) VotingRegressor

Table 6. Testing models on unseen data

Accuracy Measures

Model MAE MSE RMSE R2 RMSLE MAPE

ETR with Default Hyperparameters 0.19323 0.10564 0.32502 0.99975 0.05170 0.07630

ETR with Tuned Hyperparameters 0.75212 1.38552 1.17695 0.99672 0.18519 0.70302

VotingRegressor 0.26242 0.16586 0.40726 0.99961 0.07255 0.19135

this application, concentration measurements can be carried out in laboratories or schools that cannot 
afford a spectrophotometer/colorimeter. Although the method presented is not currently suitable for 
analytical studies, it can be used in student experiments or situations where fast results are desired.

This method has several advantages, in addition to being mobile, providing rapid results and elim-
inating the need for traditional equipment. One of these is that this method does not require an ad-
sorption spectrum to determine the wavelength of the sample. If the wavelength of the samples to be 
measured is unknown, a spectrum scan should be performed prior to the measurement. The absorbance 
spectrum is a plot of absorbance (A) versus wavelength (λ, in nm). The wavelength of a sample lies 
at the maximum λ value of the absorption spectrum curve (Marczenko and Balcerzak, 2000). This 
method avoids wasting time by skipping the wavelength scanning process. Another advantage of the 

https://adcaij.usal.es
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presented method is that it is a closed procedure. This means that the necessary data set can be pre-
pared by the researchers (the calibration curve (training data) unknown samples) and they can run this 
method without the need for external data input. In addition, if the background color of the images is 
the same as the solution to be measured, placing an A4 paper behind the solution can create a contrast 
with the background. In addition, speeding up the whole process or keeping the light source constant 
can be effective in providing more accurate concentration estimates. The photographs used in the study 
were taken under extremely modest conditions, and the only thing that was considered was not to block 
the ambient light during the photo shoot. There is therefore no reason why this method could not be 
repeated in other locations or under other lighting conditions. Although the photos used in this study 
were taken remotely using an application, the use of a Bluetooth selfie stick for remote photography 
can be considered as an alternative. Photographing the solutions without blocking the light intensity 
is very important for the accuracy of the whole process. However, it should not be forgotten that in 
traditional methods of analysis, the preparation of the standards and the samples are equally important 
for the accuracy of the measurement. Therefore, when using this method for different studies, it should 
be considered that incorrect results may be obtained due to random or systematic errors.

The study has some limitations. For example, the photographs used in the study were taken from 
only one angle (frontal) and with a fixed background of a different color to the color to be treated. The 
distance of the samples from the camera was 20, 30 and 40 cm, and whether this method will work 
with photos taken from further away is a new subject of research. In future research, the method will 
be developed into a mobile phone application.

Table 7. Predicted concentrations of some of the unseen data

Ground Truth Predicted Value

ETR with Default 
Hyperparameters

ETR with Tuned 
Hyperparameters

VotingRegressor

0.00 0.310 0.387 0.077

0.05 0.066 0.459 0.181

0.10 0.076 0.428 0.099

0.25 0.250 0.387 0.256

0.50 0.498 0.466 0.491

1.00 1.002 0.664 0.988

2.50 2.613 3.298 2.293

4.00 4.060 4.632 4.622

7.50 7.465 6.861 7.557

12.50 13.125 12.677 12.276

15.00 14.700 15.869 14.964

25.00 25.250 23.877 24.181

40.00 40.200 44.622 40.481

100.00 100.000 100.616 100.056

https://adcaij.usal.es


17

Ersin Aytaç

Object Detection and Regression Based Visible 
Spectrophotometric Analysis: A Demonstration Using 
Methylene Blue Solution

ADCAIJ: Advances in Distributed Computing  
and Artificial Intelligence Journal  

Regular Issue, Vol. 12 N. 1 (2023), e29120 
eISSN: 2255-2863 - https://adcaij.usal.es

Ediciones Universidad de Salamanca - cc by-nc-nd

4. Conclusion
This study investigated the estimation of the concentration of methylene blue solutions using 

smartphone photos and machine learning. The basic process sequence was to take photographs with 
remote photography, object detection and automatic ROI sampling with YOLOv5, find the dominant 
HSV code in the ROI, save the HSV codes with concentration value in a csv file and regression. 257 
photographs of methylene blue solutions with concentrations varying from 0 - 250 mg/L were taken 
from distances of 20, 30, 40 cm. The test tubes in the photographs were detected using the pre-trained 
YOLOv5 object detection algorithm. The training process of YOLOv5 was performed with 928 en-
hanced images and the best mAP@05 value reached 0.915. After training, the detection process was 
performed on the images and 254 test tubes were detected in 257 images (99 %). With the modified 
detect.py file, the samples were simultaneously extracted from the ROI.

On the obtained samples, the HSV code of the most repeated color was determined, and the neces-
sary csv file was prepared to be used in the regression process together with the concentration values. 
Among the 25 different regression algorithms, the model that reached the global optimum was the de-
fault hyperparameter extra trees regressor with a random state value of 449. The ETR training and val-
idation R2 values were determined to be 99.5 % and 99.4 %, respectively. These results indicated that 
both a suitable calibration curve had been generated and that the model was not over- or under-fitting. 
A hyper-parameter tuning process of 3000 iterations was performed on ETR to improve the regression 
model. However, the desired accuracy measures were not achieved, and the fine-tuning process took 
a long time, which was contrary to one of the main objectives of the study. In a third approach to im-
prove the accuracy measures, a VotingRegressor was created by combining the three best regressors 
(extra trees regressor, decision tree regressor and gradient boosting regressor). The accuracy measures 
of VotingRegressor were better than the default hyperparameter ETR, and when the learning curves 
were examined, VotingRegressor was better on the training data with fewer images. Low MAPE and 
MSE values in concentration estimation performed on unseen data for the default hyperparameter 
ETR and VotingRegressor showed that the presented method is very successful and can be used for 
non-scientific measurements. The results of this study prove that visible spectrophotometric analysis 
can be performed with a mobile phone application that includes object detection, sampling, dominant 
color finding and regression steps, respectively.
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