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Is early cancer detection using deep learning models reliable? The 
creation of expert systems based on Deep Learning can become an 
asset for the achievement of an early detection, offering a preliminary 
diagnosis or a second opinion, as if it were a second specialist, 
thus helping to reduce the mortality rate of cancer patients. In this 
work, we study the differences and impact of various optimizers and 
hyperparameters in a Convolutional Neural Network model, to then 
be tested on different datasets. The results of the tests are analyzed 
and an implementation of a cancer classification model is proposed 
focusing on the different approaches of the selected Optimizers as 
the best method for the achievement of optimal results in accurately 
improving the detection of cancerous cells. Cancer, despite being 
considered one of the biggest health problems worldwide, continues 
to be a major problem because its cause remains unknown. Regular 
medical check-ups are not frequent in countries where access to 
specialized health services is not affordable or easily accessible, 
leading to detection in more advanced stages when the symptoms 
are quite visible. To reduce cases and mortality rates ensuring early 
detection is paramount.
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1. Introduction
Convolutional Neural Networks (CNNs) have proven useful and have shown highly promising 

results in Computer-Aided Detection (CADe). The use of Deep Neural Networks minimizes the need 
for invasive procedures or testing, as well as prevent errors from missed diagnoses where a trained 
model acts as a second specialist observer, double-checking the results with the benefit that it can bear 
massive loads of cases in a matter of seconds.

With each advancement in technology, new methods arise, and old methods are refined, an example 
being CADe methods (Chan et al., 2020). Old methods are being more fine-tuned reaching new levels 
of precision and accuracy with the help of Deep Learning (Alzubaidi et al., 2021), while new methods 
are being developed by people around the world which helps in the development of new algorithms 
(Ozawa et al., 2020) for different models and architectures.

In recent years, new problems have emerged and new techniques have been developed to counter-
act (Johnson et al., 2021) said problems. Some problems are often associated with using datasets, such 
as having corrupted data, and or insufficient files. One way to solve this type of problem is by using 
Data Augmentation which has been proven to work (Shorten and Khoshgoftaar, 2019) by expanding 
datasets.

Data Augmentation is only able to help improve the dataset to an extent (Hussain et al., 2017), 
after that it might require different techniques for it to work (Camdemir et al., 2021) and interpret an 
unrepresentative dataset (More A., 2016) in case one exists.

In this study, the effects and interactions of parameters and tuning are presented, one of these pa-
rameters is the ‘Optimizer’, which updates the weight (Cheng et al., 2021) during Backpropagation.

The Optimizers chosen for this study were ADAM, ADAGRAD, SGD with momentum, and SGD+ 
Nesterov. The best result from these four optimizers has been tested further on, tuning its parameters 
for optimal results, allowing the creation of a more robust Lung Cancer Recognition Model.

1.1. Datasets
The main Dataset that was used in this research was ‘Mastorides SM. Lung and Colon Cancer His-

topathological Image Dataset’, which is a collection of benign and cancerous tissue slides (Borkowski 
et al., 2019) divided on 5 classes for Lung and Colon cells.

In addition, the collections from two datasets, related to cancerous cells, were tested during this 
study, namely, the Collection of Textures in Colorectal Cancer Histology ‘Kather_texture_2016_im-
age_tiles_5000’ (Kather et al., 2016), and Histological Images of Human Colorectal Cancer and 
Healthy Tissue (Kather et al., 2018) ‘NCT-CRC-HE-100K’.

1.2. Problem Approach
To take this approach, the first step was to research about different optimizers as background study, 

and to select the best options that would be used during this paper, that is, those which are the most 
suitable, in accordance with the selected database.

After selecting the optimizers, the next step was to prepare the information on a structure valid for 
the model to use. Initially, the slides from each class were separated into a new subset of Training, Val-
idation, and Test, and the images were pre-processed for their further use to train and feed our model. 

https://adcaij.usal.es
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Then, while defining the structure of the model, a set of hyperparameters have been tuned to seek the 
most effective values.

During the research, a set of different optimizers were used as well as various sets of hyperparam-
eters values on the previously mentioned Datasets until optimal results were achieved. Once the model 
reaches a desirable amount of accuracy and loss, it is able to classify the different types of cells of the 
dataset, separating them into different folders according to his prediction.

Finally, a confusion matrix was created to display the results of the final model classifying perfor-
mance after the test, showing a chart according the right predictions and errors on our Dataset.

2. Literature Review

2.1. Connection between Deep Learning and Predictive Medicine
The concept of Deep Learning stands for a new learning paradigm in Machine Learning, where a 

deep architecture model is created through a set of various consecutive layers, and each layer is spe-
cialized on extracting multiple features by applying a series of transformations. The goal of such mod-
els is to learn complicated and abstract representations of data such as pixels in an image which enter 
as an input into the first layer, to consequently send the processed output data as an input (Najafabadi 
et al., 2015) into its next layer.

In this study we use Convolutional Neural Networks (CNN), a class of artificial neural network, 
which is known for its high accuracy on Image Classification tasks, and it is proven to be very effective 
in the field of Preventing Medicine where an early detection of a disease is required for timely treat-
ment, especially for patients diagnosed with cancer.

In some countries where a regular check-up is not necessarily frequent due to its cost, lack of 
specialized means such as equipment or personnel, they usually fail to detect signs and symptoms of 
cancer at its early stages. Machine Learning proposes diverse methods for approaching these challeng-
es previously mentioned, revolutionizing Health Care field with the presence of artificial intelligence 
(AI) and precision medicine.

Patients with rare or unique responses to treatment can be identified easier by mixing high precision 
methods with the new Artificial Intelligence technologies. AI augments human intelligence by using 
advanced computation and inference to generate insights, support the system 's reasoning and learn-
ing capabilities, and facilitate decision-making process for medical personnel. According to recent 
literature, translating this convergence into clinical research helps address some of the most difficult 
challenges facing precision medicine, especially for those in which clinical information from patient 
symptoms (Johnson et al., 2021), clinical history, and lifestyles facilitate personalized diagnosis and 
prognosis.

The application of new Machine Learning methods and technologies in the field of medicine al-
lows us to provide and adapt early preventive diagnostics and therapeutic strategies to each patient in 
an optimal and personalized manner. When implemented in health systems, machine learning algo-
rithms can use these datasets to develop recognition or detection models, which, when implemented in 
healthcare systems, can aid in improving patient care, reducing diagnostic errors, supporting decision- 
making, and helping clinicians with Electronic Health Record (EHR) data extraction (Scholte et al., 
2016) and documentation.

https://adcaij.usal.es
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2.2. Deep Learning for illness Classification, Detection and Segmentation
With the advance of technologies, arise new and more complex algorithms for Classification, De-

tection and Segmentation methods based on Deep Learning, offering innovative approaches and tools 
for medicine specialists to assist in detecting cancerous cells, lesions and tumors in patients, allowing 
for a better diagnosis and treatment.

The effectiveness displayed by Neural Networks for task-specific sophisticated feature learning 
(Bengio, 2014) has helped to achieve high precision detection of illnesses such as tumor progression, 
where the affected area can be detected and circled inside a box (detection), or highlighted the contours 
(Segmentation), and separated according to which type of a disease it belongs to (classification).

In other words, the efficacy of molecular imaging diagnostics for the early diagnosis of cancer can 
be enhanced and the heavy workload of radiologists and physicians can be reduced, especially when 
there are subtle pathological changes that cannot be seen visually (Yong Xue et al., 2017).

Other studies have suggested the effectiveness of using Computer-Assisted Diagnostic Systems 
while undertaking tasks such as Colorectal cancer (CRC) screening (Taghiakbari et al., 2021) and 
prevention examinations.

During these examinations deep learning algorithms automatically extract diminutive (lesser than 
5 mm) and small (lesser than 10 mm) polyp features (Tom et al., 2020). Besides, by implementing 
visualization Enhance methods such as blue-light imaging, narrow-band imaging (NBI), and i-Scan, 
it is possible to attain improved and reliable pathology predictions (Taghiakbari et al., 2021) during 
this process.

The massive advantages that Deep Learning has to offer to the medical field are quite evident, 
evolving to cover the 3 most important applications for image analysis in the medical field, such 
as target detection, segmentation, and classification, however, new opportunities also brought along 
with certain challenges. For example, the use of different Datasets on which deep learning models 
profoundly rely on, are limited and rather scarce, since the process for training these models require 
a massive load of data, or even by having large amounts of data, these datasets are still not fit enough 
for creating optimal and highly accurate models, so different strategies must be applied to improve the 
Accuracy and Loss of these models, and their inherent tools such as optimizers, which are studied in 
this research.

3. Optimizers

3.1. Stochastic Gradient Descent (SGD)
The main feature of the optimizer is that unlike the original algorithm, which was based on (Gradi-

ent Descent), where a series of calculations are made on the entire dataset, it takes into consideration 
a small subset of randomly chosen datasets.

As a result, the computing speed increases (Tom et al., 2020) while the storage requirements de-
crease. SGD updates the weights after seeing each data point instead of the entire dataset, however, it 
makes rather noisy jumps away from the optimal values since it is influenced by every individual input. 
The formula for every epoch and every sample on this algorithm is:

     θ1 = θ 0 − α.∇ θJ(θ ) (1)

https://adcaij.usal.es
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Where θ1, as an element of the domain of Real numbers represents the next position of the pa-
rameter of the objective function J(θ), which keeps updating through each training example to the 
opposite direction of the gradient of the objective function ∇ θJ(θ ). Being this objective Function 
the gradient of J(θ) respect to θ, and α the learning rate, which reverse the direction of this gradient 
obtaining the direction of maximum descent (Elashmawi, 2019). In other words, As the position of 
the cost function gets smaller and smaller, the formula recounts the next position towards the steep-
est descent. (Figure 1)

The training environments of high complexity in which Gradient Descent methods fail to work 
properly has led to the development of several new algorithms that complement technological advanc-
es (Zhou et al., 2020). One disadvantage of SGD is how it evenly scales the gradient in every direction 
(Keskar and Socher, 2017), turning the process of tuning the learning rates α fairly arduous. Besides, 
SGD Algorithm convergence rate is rather slow, due to the inherent propagate process that goes back-
ward and forward for every record (Ruder, 2016). Another way of decrease the noise of SGD is to add 
the concept of Momentum (Bengio, 2012) to the model. The hyperparameters of the model may have 
the tendency of changing in one direction; with Momentum, the model can learn faster by minimizing 
the attention paid to details on the few examples that are being shown to it.

     V = γ . ϑ + η.∇ θJ(θ ) (2)

     θ  = θ  − α ϑ (3)

Where a fraction ‘γ’ (also called ‘momentum’, generally set to a value around 0.9) of the update 
vector is added to the current update velocity vector represented by ϑ, in order to attain a faster conver-
gence and reduced oscillation. Calculating θ = θ − α ϑ helps to find the most suitable value by iterative-
ly obtaining the eigenvalues, where α is the drop coefficient, that is, the step size and the learning rate.

In other words, finding the magnitude of each drop. A larger coefficient leads to a greater differ-
ence in each calculation, while a smaller coefficient, causes a smaller difference, however, the iterative 
calculation time is relatively longer. The initial value of θ can be assigned randomly, as for example, 

Figure 1. Convex Function of Gradient Descent. (Retrieved February 4, 2022, from https://blog.
paperspace.com/intro-to-optimization-in-deep-learning-gradient-descent/)
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the initial value can be set to 0. However, choosing to blindly ignore samples because they do not have 
typical features is reflected in a higher loss; to this end, an acceleration term is added.

    ϑt = γ . ϑt−1 + η.∇ θJ(θ − γ . ϑt−1) (4)

                θ  = θ  − α ϑ (5)

Being ϑ
t
, the velocity of time t and ϑ

t-1
, the velocity of the previous time step, and η.∇ θJ(θ − γ . ϑt−1) 

representing gradient at the particular time ‘t’, and momentum γ is set a value of around 0.9 as well. 
This new Gradient has the particularity that when is close to the optimal value, or is near to the mini-
mum value of the slope, the result of the gradient becomes negative, directing the gradient update back 
towards θt (Gylberth, 2018), allowing it to avoid oscillations. Nesterov acceleration presents some 
advantages over normal SGD with Momentum, where the gradient of future position is taken (Schmidt 
et al., 2018) instead of current position. In other words, the model gains momentum during training, so 
when it finds an odd example, because of the added momentum it does not pay too much attention to it.

Discarding it leads to a loss decrease that is not too abrupt as it is with normal SGD + Momentum 
(Ruder, 2016), this is where the weight updates are decelerated, so they become small again, allowing 
future examples to fine-tune the current model (Sutskever et al., 2013), updating the weights and bias 
rather dynamically (Figure 2).

3.2. Adagrad
Adagrad adjusts the learning rate to the parameters, carrying out a set of small updates for recur-

rently features, and a bigger learning rate for uncommon features. The main idea of this algorithm is to 
keep in memory the sum of squares of the gradients with respective θ

i
 parameter up to a certain point.

               

θ θ η
ε( )

= −
+

+
G

Gt i t i

t ii

t i.1, ,

,

,

 
(6)

Where θ
t,i
 is the current parameter value on i during every time step t, while θ

t+1,i
 is the updated 

parameter after one time step. η (ETA) value is usually set to 0.01, and ∈ representing a relatively 

Figure 2. Nesterov method process (Retrieved on February 4, 2022 from https://towardsdatascience.
com/gradient-descent-explained-9b953fc0d2c)
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small number used to ensure that the denominator is not 0 (usually on the order of 1e-8), G
t
 contains 

the gradient estimate at time step ‘t’ with relation to the parameters θ
i
 (Ruder, 2016), obtained as the 

partial derivative of the objective function respect to the parameter θ
i
, and G

t,ii
 as a diagonal matrix 

where each diagonal element i,i is the sum of the squares of the gradients respect to θ
i
 up to time step t.

    Gt,ii = 2,66 = ∇θJ(θ t,i) (7)

In other words, the learning rate is divided by the square root of all previously obtained gradients, 
the momentum concept is removed, while the learning rates are adjusted according to the parameters. 
This is unlike the other optimizers, where an update is performed for all parameters θ, instead of using 
a different learning rate for every parameter on each Epoch.

3.3. Adam
This method incorporates the momentum concept from «SGD with momentum» and adaptive 

learning rate from «Ada delta», as well as the best features of AdaGrad and RMSProp practices, 
making Adam suitable to handle sparse gradient gradients (Kingma and Ba, 2015) easily on noisy 
problems. Sparse gradients are, in essence, a way to shift the approach of the Original Past Gradient 
(OPG) from calculating gradient vectors only at observed points to computing gradients over the entire 
domain (Ye and Xie, 2012). This algorithm can obtain better results than many other optimizers in the 
field of deep learning. This was demonstrated (Figure 3) when applied to an analysis using logistic re-
gression (Kingma and Ba, 2015) and CNN on the MNIST dataset and CIFAR-10 dataset respectively.

A crucial aspect of ADAM 's competitive performance is that it can solve practical deep learning 
problems with large datasets and models while having to go through a minimal tuning (Karpathy, 
2017), as well as epochs to achieve such results. Although having such good performance, later works 
have suggested the possibility of lacking the ability of adaptive methods to outperform SGD (Wilson 
et al., 2017) when measured by their skill to generalize. This is, that the model can display proper 
adaptation when new pieces of information are added to it (Brownlee 2021) from the same dataset as 
the original input.

Figure 3. Different optimization methods graph on a Multilayer perceptron training  
(Retrieved on February 7, 2022, from https://machinelearningmastery.com/adam- 

optimization-algorithm-for-deep-learning/)
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4. Training the network and result analysis

4.1. Lung and Colon Cancer Histopathological Images Dataset
For the present study, the main dataset selected was ‘Lung and Colon Cancer Histopathological 

Images’, which was used on a model of CNN based on Xception’s algorithm architecture, and tested 
on different hyperparameters, creating their respective Learning Curves for its analysis. These learn-
ing curves represent the performance of the model during its training and validation, in other words, a 
graph of the model 's learning performance over time.

By watching these graphs, the algorithms can be analyzed during their training and validation pro-
cess on their dataset respectively, where the plotted lines show how close or far the model’s learning, 
learning or prediction get from the group of samples in the dataset. The goal is to achieve higher accu-
racy and low loss, when the graph starts to reach a convergence point (Liu et al., 2020) and stabilizes. 
The optimizers ADAM, ADAGRAD, SGD+momentum, and SGD+Nesterov were respectively tested 
in the created model with a dataset of 25000 samples, divided into 60% for the Training Process, 20% 
for the Validation Process, and 20% for the Testing process.

From these Training and Validation tasks, a series of learning curve charts were made, to obtain a 
better view and easier understanding (Figure 4) from their Accuracy and Loss values (depicted on the 
y-axis).

For a fair comparison, the models used the same number of iterations (50 per model) called 
Epochs (depicted on the x-axis), fed by batches of 32 samples each, and a 180x180 pixels rescaling 
and tested on a model with different unique Optimizers, which each one presented its advantages 
and shortcomings.

Also, during these testing and comparison early stages, the models were tested with a Dropout 
of 0.5 which is the recommended value to start (between 0.2 and 0.5). The dropout value selects the 
percentage of neurons that is to be discarded during the Validation process, so overspecializing on one 
aspect is avoided and this creates a bias in its predictions, lowering the accuracy of this model.

Figure 4. Comparison of learning Curves from Different optimization Algorithms on ‘Lung 
and Colon Cancer Histopathological Images’ Dataset (from left to right: ADAM, ADAGRAD, 

SGD+NESTEROV, SGD)

https://adcaij.usal.es
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This dropout technique is not used during the testing, since all the neurons are used here, that is 
why the accuracy and loss during the training dataset did not show abrupt peaks as the Validation did.

By randomly discarding leaving inactive a percentage of cells during the Validation process, Drop-
out helps with generalizing the model and avoids the models entering into a state called overfitting. 
This is made by allowing the model to focus on the different aspects of the features of input samples, 
creating a type of impartiality on these features to avoid any predisposition that could affect the judg-
ment of the model predictions.

The results of using different optimizers on one dataset for the recognition of Cancerous Lung cells 
were brought together. It is clear that Adam works best in matters of overall Accuracy and Loss.

Adam optimizer showed satisfactory results, reaching good accuracy in both the Training and Val-
idation process, and the lack of sudden jumps and drifting suggests that the model graph is slowly 
reaching into convergence, reaching a minimum Validation Accuracy and Loss of 0.9855 and 0.04 
respectively, turning this model into a candidate for further tests with a larger number of Epochs and 
different Dropout values.

Adagrad optimizer performed well on this Dataset, where it reached early acceptable results, a 
minimum loss value of 0.1286, and a maximum accuracy of 0.9571, both for the Validation process.

However, their results stagnated on later Epochs, preventing the model from further learning on the 
current Dataset. As stated before, one of the drawbacks with Adagrad is how it monotonically increases 
the sum of squares of the gradients on further Epochs, leading to decay of the Learning Rate to decay 
until the parameter does not update anymore, in other words, it stops learning.

As for ‘SGD + Momentum’, the Learning Curve exhibited relatively slow learning at first, howev-
er, it eventually started to improve on a rather stable pattern as it advanced on later Epochs, reaching up 
to a max accuracy of 0.9744 and min loss value of 0.0876, turning this optimizer version of the model 
into another candidate for further tests (Zhou et al., 2021), with a larger number of Epochs and a tune 
of hyperparameters if needed.

Finally, SGD + Nesterov optimization displayed rather stable values, 0.068 for minimum loss and 
0.9792 for maximum accuracy, yet not as high as Adam or SGD + Momentum. In this case, the Nest-
erov optimization method slowed down the learning process preventing the model from both stabiliz-
ing and reaching higher accuracy values with a low loss rate.

To corroborate these results, the same optimizers were tested on different datasets, to verify and 
compare the results with those shown in Figure 4.

4.2. Kather 2016 Dataset
After the training process done on ‘Kather_texture_2016_image_tiles_5000’ Dataset, the results 

from the learning curves show the performance of the models (Figure 5), all of them with a Dropout 
value of 0.5, and separated by the Optimizer that was used on it for the current Dataset in batches of 32 
samples, alongside with a rescaling of the size of the image down to 180 x 180 pixels.

On the current dataset results (Figure 5), through the learning curve is observable that ADAM 
model was presenting the most stable pattern among all the other optimizers.

As expected, ADAM optimizer showed promising results, similar to those on ‘Lung and Colon 
Cancer Histopathological Images’ Dataset. In this case, the learning curve for Validation Accuracy 
showed peaks so high reaching a max 100% accuracy, and an average of 0.968 accuracy during the 50 
Epochs, showing a slow tendency to stabilize on every recurrence, without quite finding a convergence 
point on early Epochs.

https://adcaij.usal.es
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On the other hand, on the Learning Curve for Loss Function, it is noticeable how the gaps are rel-
atively small. Moreover, the gaps reach a minimum loss of 0.0135, meaning that the model is prone to 
avoid making mistakes or incorrect predictions during the testing process, which is paramount during 
cancer detection, affecting greatly the patient’s diagnosis.

Also, it is noticeable how Adagrad optimizer, despite having peaks sometimes gets closer to an ide-
al model, does not get to stabilize. However, a good strategy is seizing this optimizer’s skill of reaching 
higher Accuracy values in early Epochs, in case of encountering learning stagnation problems in later 
stages. In this case, reaching a minimum loss of 0.0366 and maximum accuracy value of 0.9895 during 
the Validation process.

On the other hand, ‘SGD + Nesterov’ did not show as good results as those visible on the previous 
dataset (Figure 4), however, this optimizer´s Loss Learning Curve remained low and stable. These 
metrics reveal that this model is not suitable yet to fully extract the features of the samples of this 
dataset properly, although there is a possibility for improvement of the feature extraction by applying 
different techniques such as data augmentation in the data, to create bigger a sample set that proposes 
new opportunities to the model, to obtain more features of each class (Dönicke et al., 2019; Candemir 
et al., 2021) of the dataset.

Nonetheless, this model reached a maximum accuracy value of 0.9474, which although being ac-
ceptable, is not as high as the other versions of this model, and a loss value of 0.1351 which is rather 
high on a metric whose goal is to be as low as possible.

Lastly, the ‘SGD’ optimization method displayed a performance full of peaks on this dataset. The 
momentum concept allows to minimize the attention that is paid from the model to details, this method 
helps to avoid overfitting while boosting the learning speed.

At first glance, the gaps on the model, especially those close to the 50th Epoch would tell it’s stray-
ing far away from convergence, but this can also be seen as a result of the momentum, which in this 
case produced positive Accuracy results, having an average of 0.991774, which is impressively high, a 
maximum Validation Accuracy of 100, and a loss value of 0.0052

Figure 5. Comparison of learning Curves from Different optimization Algorithms on  
‘Kather_texture_2016_image_tiles_5000’ Dataset (from left to right: ADAM,  

ADAGRAD, SGD+NESTEROV, SGD)
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4.3. NCT-CRC-HE-100K Dataset
Finally, the results (Figure 6) confirm how the ADAM optimization method was the one who per-

formed the best at the end of the training phase from the ‘NCT-CRC-HE-100K’ Dataset, followed by 
SGD+Nesterov.

Similarly, with the other datasets, the parameters used for these models were batches of 32 
samples at the time and a rescaling of 180 x 180 pixels, a Dropout value of 0.5, and a Momentum 
value of 0,9.

By observing the results obtained from this third dataset, and comparing them with those from the 
other two datasets, it is noticeable how ADAM maintained its great performance, with a maximum 
Validation Accuracy of 0.9855 and a minimum Loss of 0.0492, outperforming the other optimizers, 
such as Adagrad model which presented an Accuracy value average of 0.779, except counted times 
when hitting a maximum Accuracy value of 0.9518 and Loss rate of 0.1286

‘SGD+ Nesterov’ showed a good performance, similar to ‘SGD with Momentum’, both above 97% 
of Accuracy, and rather low Loss values of 0.0876 and 0.0876 respectively.

After plotting the learning curves from different optimizers, it becomes perceptible how Adam, 
despite having some peaks, still shows a tendency to a convergence point, displaying a good overall on 
the different datasets, and for this reason, this optimizer was chosen for further experiments in order 
to obtain an optimal model with efficient predictions, which is paramount at the moment to detect 
cancerous cells at early stages saving lives.

The result values during each Training and Validation process are presented in Table 1, divided 
by each dataset on every tested optimizer, count of how many values during these Epochs did not rise 
above a threshold of ‘0.1’ for Loss, and those which were able to exceed a value of 0.95.

Table 1 also displays the Maximum Accuracy and Minimum Loss value that each model reached 
during its Validation, followed by an overall average of Accuracy and Loss for a better understanding 
of this model behavior towards the selected Dataset, and lastly, the time required (measured in sec-
onds) to complete the whole process.

Figure 6. Comparison of learning Curves from Different optimization Algorithms on ‘NCT-CRC-HE-
100K’ Dataset (from left to right: ADAM, ADAGRAD, SGD+NESTEROV, SGD)
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These experimental results summarized in Table 1 provide a comparison between optimizers on the 
proposed classification method on different datasets, where so is observable the improvement between 
each Optimizer on the current Model, delivering initial results on the projected classification pipeline.

Overall, the model achieved on its performance a peak of 99.8% and 99,7 of accuracy on Adam 
with 0.2 Dropout and 0.5 Dropout respectively and a loss of 0.006% and 0.0074%. The overall result 
displayed by the proposed model is able to capture features from cell slides to detect cancerous cells 
in patients in real-world scene scenarios.

From the table, it was evident which models performed the best, and by diagnosing the properties 
of their Learning curves, the datasets can be analyzed as well as the model behavior during the fitting 
process. In this case, sudden jumps and drops shown on the Learning Curves suggest that the validation 
dataset is unrepresentative

4.4. Unrepresentative Dataset
This definition applies to datasets with a small number of samples compared to a large, represen-

tative dataset. Resulting in poor feature extraction by the model that is in training, thus a low accuracy 
and high error rate on our model, regardless of the quality of it.

In the field of Deep Learning, the use of a high-quality model and a good optimizer alone is not 
enough to achieve satisfactory results. Nevertheless, the dataset that is employed is a paramount factor 
for accomplishing the desired outcome.

When choosing a Dataset, there are several factors to have in mind, such as the presence or lack 
of noise from the samples, and mostly the availability of the data, whether be due to rather scarce 
data or the lack of public information in existence. The analysis of a problem of this nature has a big 
impact on choosing an optimal size of samples needed to feed the model. There is no concise num-
ber of samples for a perfect sized dataset, since it varies depending on the nature and complexity of 
the problem, or on the level of robustness of the model at hand. Nevertheless, an answer which fits 
is likely an impossible task, but it is advised to start from the factor 10 rule for sample size require-
ments, which means to have a number of samples at least 10 times more (Alwosheel et al., 2018) 
than the number of parameters.

Even by following the factor 10 rule, the optimal size of samples for the selected dataset might not 
be achieved. In occasions where the difference between classes is small, a larger selection might be 
necessary, as for example to work with ImageNet Dataset database (Deng et al., 2009), it is recom-
mended at least 1000 examples per class (Krizhevsky et al., 2012) for training data.

An optimal dataset selection allows the network to achieve a better generalization, which is observ-
able after the model has concluded the training and validation process. The two most common cases 
that could arise during the fitting process are Unrepresentative Training Dataset, and Unrepresentative 
Validation Dataset.

4.5. Unrepresentative Training Dataset
The training dataset lacks sufficient information to facilitate learning compared to the validation 

dataset, which prevents a learner or model from achieving high accuracy and a smaller loss rate.
This situation can be easily identified by a learning curve of training loss that shows improvement 

and similarly to the learning curve for validation loss that also shows improvement, but a large gap 
remains between both curves (Figure 7).
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Even after applying the factor’ 10 rule, when the sample size is too small, a display of rather noisy 
results on the Learning Curve is obtained, exhibiting a visible inconsistency between train and valida-
tion outcome. In such cases, an alternative is to re-do a split of the data samples with the idea that the 
new examples may be more significant and representative of the model at the moment of extracting its 
features, as well as applying data augmentation techniques to improve the quality and quantity of the 
samples provided to the Training Dataset.

4.6. Unrepresentative Validation Dataset
This case occurs when it is not possible to evaluate the generalization ability of the model from 

the validation dataset, which is to say when there are too many examples from the validation dataset 
in contrast with the training dataset. This can be observed in a learning curve that appears to fit the 
training loss well (or other fitting curves) and a learning curve that appears to fit the validation loss 
well but is characterized by noise. On the learning curves from Loss training, excellent results seem to 
appear evident, and yet, show unstable changes as is observable on sudden high and low peaks on the 
validation loss (Figure 8).

In this second example is noticeable the same jumps and drops as those from the learning curve 
in the model of study, since during the training the data was rather limited and after using different 

Figure 7. Unrepresentative Training Dataset Learning Curve

Figure 8. Unrepresentative validation dataset
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techniques such as Data Augmentation for increasing the number of samples, the validation data was 
still unrepresentative compared to the training data.

This model’s training was made on a Dropout of 0.5, this means that during the training process (it 
does not use this during the validation process) 50% of features nodes or neurons are set to 0 because 
they are not going to be used.

Dropout helps with generalizing the model and avoids the models enter into a state called overfitting.
This dropout technique is not used during the testing, since here all the neurons are used, that is 

why the accuracy and loss during the dataset training did not show abrupt peaks as the Validation did.
After performing this exploratory testing on Lung Cancer Database, using different Hyperparame-

ters on the best performing optimizer so far (ADAM), the input values for these Dropouts were 0.5 and 
0.2 respectively, which after plotting the learning curve, produced similar results, after a larger number 
of Epochs (Figure 9, Figure 10).

In the current study case (Figure 10) the learning curves showed how a higher Dropout of 0.5 
resulted in a rather stable Validation Loss in comparison with 0.2, which makes sense as the model 
by discarding half of the neurons allow itself to avoid wrong weights or paths easier, but this also has 
affected the Validation Accuracy where a lower dropout value of 0.2 (Figure 10) exposed better results 

Figure 9. Learning Curve for ADAM optimization with 0.5 Dropout

Figure 10. Learning Curve for ADAM optimization with 0.2 Dropout

https://adcaij.usal.es


278

José David Zambrano Jara, Sun Bowen

Learning Curve Analysis on Adam, Sgd, and Adagrad 
Optimizers on a Convolutional Neural Network Model 
for Cancer Cells Recognition

ADCAIJ: Advances in Distributed Computing  
and Artificial Intelligence Journal  

Regular Issue, Vol. 11 N. 3 (2022), 263-283 
eISSN: 2255-2863 - https://adcaij.usal.es

Ediciones Universidad de Salamanca - cc by-nc-nd

on validation accuracy, which is acceptable in this model since it got a positive outcome during the 
evaluation of this model, delivering a Validation Accuracy of 0.9965 and a Validation loss of 0.0072.

Thus, in this study case, the chosen optimizer for this model was Adam on a Dropout of 0.2 since 
the overall proved to be better as its observable while transposing the learning curve results as it’s 
shown on Figure 11.

Other studies suggest the possibility a different approach of SGD actually outperforming ADAM in 
later stages or epochs during the training of the model by Switching from ADAM to SGD (SWATS).

This strategy was tested in cases such as Tiny-ImageNet problem, where the switches from Adam 
to SGD lead to significant though temporary degradation in their performance. This is, after an abrupt 
drop from 80% to 52% caused by this switch, the model eventually recovered, achieving an even better 
peak on testing accuracy compared to Adam, which in some cases lead to a stagnation (Keskar and 
Socher, 2017) in performance.

5. Results of the final model
Once the best model was chosen from the training made on our model, the next step was to set 

a Classification Report (Figure 12) as well as a Confusion Matrix (Figure 13) to measure its perfor-
mance, showing on the center the accurate predictions it made on the dataset.

6. Conclusions
In this research, several methods for improving the model’s classification performance were pro-

posed, testing them and proving their effectiveness on the selected datasets. The result of this study 
saves exploration time when creating new models for cancer detection, as well as getting better perfor-
mance in practical applications in real life.

The purpose of this research was to test various optimizers namely Adagrad, Adam, SGD + Mo-
mentum, and SGD + Nesterov.

Figure 11. Juxtaposition of learning rates from different Dropout values on ADAM 
 optimization method
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While Adam, SGD + Momentum, and SGD + Nesterov optimizers took their time to achieve 
good values for Accuracy and Loss, Adagrad obtained good results on early epochs but reached 
stagnation during some sessions, which could be problematic when working with more classes on 
larger training periods.

‘SGD+Nesterov’ showed really good results, yet on scarce occasions, as with ‘SGD+Momentum’ 
which also achieved great results, except for those on Kather Dataset (Figure 5).

Figure 12. Classification Report of Model Performance

Figure 13. Confusion Matrix from final model on selected optimizer (Adam)
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Finally, and after these experiments, Adam optimizer was selected for having the best performance 
during the training and validation process, being the one which obtained the best results during this 
cancer-classification task as it was explained in the Network Training and Result Analysis section.

From the Confusion Matrix (Figure 13), it becomes evident why Adam proved to be the right 
choice, as the diagonal values of this Matrix show a high rate of accurate prediction hits on each of 
these 5 classes achieving a perfect score of 1000 right guesses from 1000 samples for 3 of the selected 
classes(Lung Adenocarcinoma, Lung Normal cell, and Colon Adenocarcinoma).

On the rows arranged next to the principal diagonal of this Matrix, are the wrong predictions which 
did not match with the actual class, yet remaining competitive results with 999 right guesses on Lung 
Squamous Cell Carcinoma class, and 985 correct predictions from Lung Squamous Cell Carcinoma 
class, this last one being the lowest between the 5 classes.

The use of Deep Learning on medical fields such as Cancer recognition models have many chal-
lenges; since every cell is different and cancer works randomly on cells, the use of techniques to im-
prove the input data allows to overcome these obstacles, reaching higher accuracy values as well as a 
better generalization ability. Still, the algorithm proposed on the current study has shown promising 
features, such as high precision and low loss rate, runs relatively fast, combining different techniques 
and approaches as a deep learning algorithm.

With the aim of solving the problems of low detection accuracy of cancerous targets, the use of 
Depthwise Separable Convolutions was selected for this CNN model, since its architecture has fewer 
parameters than those on commonly used, thus is less prone to overfitting.

Although the accuracy of cancer detection has improved to a certain extent, further studies must be 
carried out to improve and perfect these models and techniques to achieve better and optimal results on 
this task. The success of this research motivates future in-depth exploration of the dynamics, with dif-
ferent optimizer and generalization in later epochs where the optimal convergence is harder to reach.
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