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1 Introduction

Medicine is considered as one of the large application fields of the image analysis and its processing. For example, image analysis is widely needed in the imageries by magnetic resonance, in the radiology to assist physicians in their diagnosis, and recently in the telemedicine. This analysis is considered by specialists in image processing in order to offer more effective programs and more efficient approaches. We experiment our work in the osteoporosis detection. The most challenging task is to characterize bone micro architecture by parameters that can be automatically estimated from radiographies and that can accurately detect and quantify alterations of bones. For this, many approaches have been developed [SEVESTRE-GHALILA, S. \textit{et al.} 2004] [BOUHLEL, N. \textit{et al.} 2009]. The First one presents an original approach using morphological tools to extract characteristic features of trabecular bone images.

To make such an approach for medical diagnosis, we determined an “image protocol” adapted to bone types (e.g. femur, wrist, vertebrae) and patient types (e.g. male or female, adult or child) for various image resolutions [KHAYATI, N. \textit{et al.} 2008a] [LEJOUAD-CHAARI, W. \textit{et al.} 2007]. Setting such an image protocol consists in planning a sequence of programs and tuning their input values (e.g., threshold values, filter size, etc.). This constitutes a tedious, time consuming task which requires both clinicians and image processing experts to collaborate.

Our solution was to provide an interactive tool which relies on artificial intelligence techniques to build image protocols in different situations. Moreover, we wish to make this system accessible to bone radiologists, a geographically scattered community.

In previous work, we validated our technological and architectural choices [KHAYATI, N. \textit{et al.} 2013] and the morphological analysis [KHAYATI, N. \textit{et al.} 2008b] [LEJOUAD-CHAARI, W. \textit{et al.} 2007]. In this paper, we investigate further, the
resolution of security issues relevant to the use of mobile agents, and our knowledge models choices in terms of ontologies. Hence, this paper summarizes all that we have done in order to offer a distributed intelligent assistant for osteoporosis detection, relying on mobile agent technology.

2 Osteoporosis Detection by Medical Image Analysis

In most cases, the diagnosis of the osteoporosis detection is based on the Bone Mineral Density, but this method has been proven ineffective in the elderly. To improve this diagnosis, researchers rely on the description of the bone microarchitecture and its quantification. That’s why, several approaches and computer-aided methods of X-ray microarchitecture bone analysis have been developed to complement the Bone Mineral Density measurement technique, and thus, to enhance the diagnosis of radiographies in the osteoporosis detection.

2.1. Existing Approaches

Bone radiographies represent the most accessible technique of the imagery, whose images provide information on the bone structure visualized in projection. Two categories of parameters were defined to describe bone micro-architecture from radiographies. The first gathers the parameters resulting from texture analysis which present practical difficulties for their extraction and moreover, they have the disadvantage of being not interpretable by physicians [BENHAMOU, C.L. 1994] [PAQUET, V. et al. 1995].

The second category gathers parameters which aim at the description of the trabecular organization.

For this category, there are two types of approaches. The first is the spectral analysis from which we can deduce some parameters describing the presence of spans in some directions [WIGDEROWITZ, C.A. et al. 1997]. The second one, in which we are interested, is based on morphological analysis.

2.2. Description of the Morphological Analysis

The osteoporosis detection by a mathematical morphology approach [SEVESTRE-GHALILA, S. et al. 2001] [SEVESTRE-GHALILA, S. et al. 2004] is based on a process of quantification of the bone microarchitecture given in a radio image. This process consists of four main stages:

- During the first stage, the foreground of the radiographic image (Figure 1(a)) is extracted to make it more uniform (no variation in brightness).
- During the second stage, the skeleton is extracted from the x-rayed microarchitecture. Two choices are possible for this operation: the binary or the grey-level skeletonization. In general, the latter is preferred because the first one can cause a loss of information when binarizing the image. The image (b) of figure 1 shows the skeleton extracted from the microarchitecture with a grayscale skeletonization.

The skeleton is a highly connected network of segments. These segments are of two types:

- Vertical segments locate the compression trabeculae (caused by weight).
- Horizontal segments locate tension trabeculae (due to walking force) which will be the first degraded in the event of osteoporosis.

The Analysis of this skeleton is based on its decomposition into a network of intersecting points called nodes and segments that connect them. The darkest pixels in figure 1(b) are nodes.

- During the third stage, a classification of these nodes is then performed. The aim of this classification is to extract from the skeleton some information about the microstructures located in the image by each of the segments, and to extract also some parameters describing the network connectivity degree of the trabeculae forming the bone micro-architecture.

- During the fourth stage, the bone was analyzed by labeling segments in both directions (tension, compression). This will:
Fig. 1. Image (b) is the gray skeleton extracted from the original image (a). Image (c) is a zoom of the higher right corner of image (b) where the intra-projected distances are represented by arrows.

- Provide two sets of parameters (compression and tension).
- Compare both directions by the ratio of the segments number, the nodes number and the entropy of their spatial distribution in the image.
- Compute the intra-projected distances by measuring the distance between the two lines of maximum gradient directions around a segment. These intra-projected distances are represented by arrows in figure 1(c).

The obtained values for the different parameters will confirm the presence or absence of the osteoporosis disease.

3 Program Supervision Systems

Several methods of medical image processing were born and various approaches of the osteoporosis detection were proposed. For that purpose, various libraries of programs written in different languages (C, MatLab, etc.), were developed by diverse specialized teams with an aim of automating the image processing. But, the user of these libraries of image processing and medical imaging, often a radiologist, does not have competences in data and image processing allowing him to use them in an effective way. Moreover, physicians must focus themselves on the interpretation of the results and not on the way in which these programs are carried out and scheduled. Thus, techniques of Artificial Intelligence were proposed in order to assist a non-specialist in data processing for correct use of these programs in its field. These techniques are known as "Program Supervision" [THONNAT, M. et al. 2000].

3.1. Program Supervision

Program Supervision is an Artificial Intelligence approach which consists of the automation of management and the use of pre-existent programs. These programs are considered as “black boxes” and their application domain or their programming language is not relevant. The goal is not to optimize the programs themselves, but to assist program usage [THONNAT, M. et al. 2000].

To carry out a supervision task, a subset of programs is chosen, scheduled, and applied to a specific problem. This selection and this scheduling in various configurations are ensured by a supervision system, which, thanks to the reasoning of its engine and the knowledge contained in its base can free the user (the physician) to make this management manually. This enables a physician to run programs, to check the consistency of some image analysis methods, to compare algorithms, to evaluate results, to reconsider some parameters and to readjust them.

3.2. Knowledge for Program Supervision

A Program Supervision Knowledge-based System is composed of an inference engine operating on a knowledge base. The base formalizes the necessary knowledge about
programs and their use, mainly, the two major concepts of operators and criteria:
- Operators are of two types: primitive and composite.
  - A primitive operator represents a particular program i.e. an individual description of a program including its input/output arguments, the types and (default) values of parameters, the syntax to run the code, etc.
  - A composite operator represents a combination of programs and describes the data flows between their corresponding operators. These combinations correspond to decompositions into more concrete operators at various abstraction levels, either by specialization (alternatives), or by composition (sequences, parallels, etc.).
- Criteria represent decisional information, they are implemented by sets of decision rules which play an important role during the reasoning, i.e. choosing among various alternatives (choice criteria), adapting the programs execution (initialization criteria), assessing the results quality (evaluation criteria), and repairing a bad execution (repair criteria and adjustment criteria).

This information is given only once, by experts in the program use (experienced users or program designers), independently of any data. The only information that end-users must provide is the data of the particular cases to run.

3.3. Program Supervision Applications

Program supervision may be applied to different domains related to image, signal processing, or scientific computing.
- Astronomical Imaging (e.g. automatic galaxy classification [VINCENT, R. et al. 1997]).
- Vehicle Driving Assistance (e.g. road obstacle detection [SHEKHAR, C. et al. 1995]).

4 Medical Diagnosis Intelligent System

The proposed support system provides a collaborative framework driven by the following desirable properties:
- To assist clinicians in image protocol management, freeing them from performing computer science tasks, yet giving them access to up to date image processing.
- To allow experts in medical imaging to compare algorithms and to improve them incrementally, thanks to feedbacks from clinicians.
- To allow knowledge engineers to collaboratively construct knowledge bases for medical imaging.
- To do all the above, with people and resources distributed all over the world.

In the following, we focus on the details of the first property.

4.1. System Architecture

Our system for supervising osteoporosis programs, as illustrated in figure 2, includes a Knowledge-Based System (KBS), the osteoporosis programs described before, and a graphic interface. The KBS itself is composed of a knowledge base run by the inference engine called PEGASE [MOISAN, S., 2002] that implements the program supervision task. The contents of the knowledge base allows the engine to choose, apply and adapt the osteoporosis programs to process numerical radiographic images provided by end users. This work gathers artificial intelligence and medical image processing experts collaborating with physicians specialized in osteoporosis diagnosis; thus, the current knowledge base incorporates the expertise from our image
4.2. Osteoporosis Programs Description

As said in section 2, our osteoporosis detection process belongs to the morphological analysis class. It consists in extracting morphometric features from a gray or binary skeleton. To this end, we propose several image processing programs. These programs often depend on tunable input parameters and some of them correspond to alternative algorithms for the same functionality. Setting a protocol thus requires tuning the parameters and choosing among the alternatives. To illustrate it we give a brief description of two important processing parts, namely, skeletonization and analysis of the resulting skeleton.

Skeletonization consists in thinning iteratively the image foreground (the trabeculae bone). The foreground is obtained by a thresholding step [SEVESTRE-GHALILA, S. et al. 2004]: the authors compare the original image (in this case a calcaneum image, figure 1(a)) to its local p-percentile computed on a sliding window of size $w$.

Then two thinning methods are proposed: a classical binary skeletonization and a gray thinning close to Mersal algorithm [MERSAL, S.S. et al. 1999]. The latter consists in two steps. First, the weakly connected pixels at the interface between foreground and background (“border pixels”) are removed and their gray values are stored and ranked. Second, scanning these stored values with a step $s$, other weakly connected border pixels can be removed. The step $s$ corresponds to the expected thinning precision.

The analysis process starts by splitting the skeleton into sets of pixels: the set of intersection points and the segments that connect such points. The result is illustrated in figure 1(b). The segments are labeled according to their orientation as compression (vertical segments, related to the patient’s weight) or tension (horizontal, due to walking force). At this stage, morphological features providing reliable information about bone micro-architecture are computed for each segment. An inter-projected distance is estimated as the length of a segment. An intra-projected distance is also computed by measuring the distance between the two lines of maximum gradient directions around the segment. The gradient reliability is controlled by two parameters $\varepsilon_{ml}$ for the tolerance of the gradient line position and $\varepsilon_{nl}$ for the tolerance of the normal to the gradient line used to increase the reliability of the maximum gradient detection.

This whole analysis sequence corresponds to the DimProj program indicated in figure 11. The other programs on the same figure also require the same sort of decisions (parameter tuning, algorithm choice) to set the image protocol.

4.3. Knowledge Base Content

For our tests, the program supervision system for osteoporosis detection, has supervised programs written in MatLab. The knowledge base (KB) is developed using a dedicated knowledge representation language, named YAKL [MOISAN, S., 2002], which uses both object-based and rule-oriented descriptions. This language allows experts to define domain types, objects or operators, and different rules to be used during reasoning. For example, it defines the scheduling of the programs and describes the inputs and outputs of each one with its arguments and syntax. These descriptions are provided by the expert in medical image processing and are transparent to clinicians who have only to provide the digital radiographic images to be processed.
A KB can be presented by a tree where the root is the principal composite operator, the intermediate nodes are the other composite operators and the leaves are the primitive operators. Figure 11 shows a simplified tree of our KB about the osteoporosis detection programs. The entry point of this tree is represented by the root operator OsteoMorph. This composite operator is decomposed into a sequence of primitive operators (oval forms) and composite ones (rectangular forms).

The tree corresponding to our KB has six abstraction levels with 31 operators (11 composite operators and 20 primitive ones). Three of the eleven composite operators present a choice between operators, the other eight ones including one iterative operator, present sequences of operators. Among the primitive operators, there are:

- Three optional operators, i.e. their planning depends on the corresponding optionality criteria;
- Seven operators belonging to branches that require a choice, i.e. their planning depends on some choice criteria.
- Ten that are planned in all cases.

Adding to this, there are about ten decision criteria. For instance, here follows an example from the osteoporosis knowledge base: a composite operator that describes an alternative decomposition (denoted by a |) into two suboperators: grey-level or binary skeletonization.

A choice rule has been given by the expert to decide which sub-operator should be selected depending on the situation (in this case the choice is left to the end-user). The Distribution part displays information about data transfer between the parent operator and its sub-operators.

In other examples, when a composite operator is decomposed into a sequence of operators, the Flow part is added and will contain data transfer between the different sub-operators.

The role of rules is essential to the engine strategy at different points during the reasoning process: for instance, to choose between several alternatives (choice rules, as shown above), to adapt program execution, to assess result quality, and to repair a badly assessed execution. These decision points are the key to establishing and adapting the “image protocols”.

5 Distributed and Collaborative Medical System

In our previous applications we used a centralized supervision system in which data, programs and KBS have the same location. However, applying program supervision to osteoporosis detection requires distributing the system. Indeed, both data (images from different hospitals) and programs (developed by different teams) come from various places. In most cases it would be fairly inefficient to move data and executable code to the same place as the KBS, and in some case it is even not possible (e.g., programs may execute only on a specific hardware). Therefore, we have developed a distributed version of the assistant, based on mobile agents, where:

- Clinicians from different countries may safely use the system and work collaboratively to diagnose diseases. This can be possible by running programs of other teams, checking the consistency of image analysis methods and evaluating results.
- Medical imaging experts may manage different versions of their programs,
- Knowledge engineers may capitalize knowledge and adapt it to program changes.
5.1. Distributed System Architecture

In our work, we developed a supervision server via the Web which allows the remote consultation and modification of knowledge bases and provides an authenticated access to different users. It manages their requests, repatriates data, delegates processing, recovers the results and returns them to the user.

The distributed system, whose architecture is proposed in [KHAYATI, N. et al. 2006] [KHAYATI, N. et al. 2007] and given by figure 3, is a triple (S, A, KM) defined by:

- S, a set of three types of servers:
  - A session server playing the role of an interface allowing end-users to access the supervision services and to communicate with the other components of the distributed system.
  - A set of resource servers hosting programs, knowledge and supervision engine of the centralized system: a supervision server hosting the supervision engine, some program servers, some knowledge servers and some data servers.
  - And possibly a set of execution servers, on which programs are executed. For example, when dealing with MatLab programs, their execution requires at least, the presence of the MatLab tool on one of the servers.

- A, a set of agents who are responsible for updating the previous components and for performing requests. This multi-agent system combines stationary and mobile agents.

- KM, a set of knowledge models in the form of metadata and ontologies used to locate resources in order to define the mobile agents itinerary, to define access permissions and to analyze the user request so that it is properly treated.

5.2. Agent Model

In this section, we will present the adopted multi-agent system in terms of its architecture and behavior of the involved agents.

5.2.1. Architecture of the Multi-Agent System

We first developed a Web server allowing remote users to access the supervision system. Second, we distributed the components of the supervision system itself, implementing the communications with mobile agents [KHAYATI, N. et al. 2013]. Meta-data help localize the various resources (programs, data, execution servers, etc.).

The architecture of the multi-agent system as presented on figure 4 consists of several types of servers. First, one Program Supervision Server runs the supervision engine PEGASE; then possibly several Execution Servers enable to execute the planned programs; Resource Servers contain remote resources needed by executions (e.g., data files, scripts); finally, the end-user interacts directly with an Access Server.
5.2.2. Agent Classes and Behaviors

The agents are classified according to their roles into three categories:

- **Interface agents** that are associated to particular servers to simplify communication with them (Supervisor agents, Engine agents and Execution agents).

- **Processing agents** directly involved in the different phases of the general process of a query resolution (Solver agents and Evaluator agents).

- **Communication agents** ensuring the interaction between servers and the transport of the required resources from one server to another (Transporter agents and Synchronizer agents).

  a. Interface Agents

  **Supervisor Agents.** They are called also Session Managers; they are stationary and are coupled with the access web server. Each one manages the whole user session and the whole process of solving the supervision query in its charge. This means that there is one Supervisor agent by query.

  Such an agent has the following tasks:

  - Reading the metadata to identify and localize the involved resources in the resolution of the query;

  - Creating the other stationary agents for interfacing with the supervision engine (Engine agent) and the different execution servers (Execution agents);

  - Determining the number of needed Solver agents and creating them. This computation is done according to some information given by the Supervision Engine: the $N_{dep}$ dependency sets and the $N_{par}$ parallel operators by set.

  For the last point, in a YAKL code (YAKL for Yet Another Knowledge Language, used by PEGASE), we may note parallel tasks in the Body section of a composite operator. We may also note dependency links between the sub-operators of a composite one, in its Flow section. These concepts are necessary when determining the number of solver agents. Hence, we can determine these dependencies and the number of these parallel tasks. The dependencies will allow building some dependency sets that will serve to find the right number of solver agents to create.

  We define a dependency set as a set of operators having at least one common parameter. The construction of these sets is done according to the algorithm given in figure 5. Let, for example, the following description of a composite operator.
Composite Operator

\{
  \text{name}\ OP
\}

\ldots

\text{Body}\ op1 – op2 – op3 – op4 – op5 – op6

\ldots

\text{Flow}

\begin{align*}
  & op1.x / op2.x \\
  & op3.y / op4.y \\
  & op2.y / op3.y \\
  & op1.z / op4.z \\
  & op5.t / op6.t
\end{align*}

Applying this algorithm, we obtain the two following dependency sets: \{op1, op2, op3, op4\} and \{op5, op6\}, and thus, we deduce that the supervision process will need only two solver agents, one for each set.

- Let \(\text{LeftOP}_k\) and \(\text{RightOP}_k\) respectively the \(k\)th operator of the \(k\)th rule of the Flow Section.
- Let \(n\) the number of sub-operators of a composite one.
- Let \(m\) the number of rules for this operator.

- Create \(E_1, E_2, \ldots, E_n\) dependency sets (each one is a singleton containing one of the \(n\) operators).

- For \(k\) in 1 to \(m\) do
  If \(\text{LeftOP}_k \in E_i\) and \(\text{RightOP}_k \in E_j\)
  Then \(E_j := E_i \cup E_j\)
  Delete \(E_j\)
End if

Fig. 5. Algorithm of the Dependency Sets Construction.

Engine Agents. There is an Engine Agent for every query; it represents an “instance” of the supervision engine and is responsible for processing a query. The role of such an agent is:

- Interfacing with the supervision engine, submitting a query to process and getting a plan of programs to execute.
- Communicating the parallel treatments and the dependency sets to the Supervisor agent.

Execution Agents. Once sent to their running servers, they stay there. Their role is to interface with these servers by passing the instructions to execute (received from a Solver agent) and retrieving the obtained results.

b. Processing Agents

Solver Agents. They are mobile and have to launch the execution of the remote programs already planned by the supervision engine and received from the Supervisor agent. For their migration from one machine to another, different policies can be considered:

- Keep the programs where they are, and send data to program sites, launch the execution and gather results to transmit them to the end-user.
- Take the programs (when they are lighter than data) and execute them on the data sites.
- Move programs and data to an execution server, execute the programs on the data and collect the results for their transmission to the user.

For example, for the first case, during its migration, a Solver agent takes with him the data and all necessary parameters for the execution of the planned program, executes it and saves, in its context, the result and the execution parameters for the next programs.

For the third policy, while being under the control of the Supervisor agent, the Solver agent migrates to the supervision server (path 1 on figure 4) looking for the next instruction (the program and its call syntax). Then it seeks the necessary resources for this instruction from the Transporter agents, migrates to the corresponding execution server (path 2 on figure 4), and then waits until all the resources are available (information received from a synchronizer agent). At this stage, it starts executing the instruction, and finally, it sends the results to the Supervisor.

In general, the number of solver agents is determined according to the following rules:

- For a dependency set of \(N\) elements, if it contains \(N_{par}\) parallel elements (\(N_{par} \leq N\)), then the maximum number of solver agents will be equal to \(N_{par}\) (one agent per parallel task, then one of them will continue with the other tasks of the same set). Otherwise it will be equal to 1.
Evaluators Agents. They are created by Solver agents on the program sites (for the first two policies) or on the execution sites (for the third policy). They are created only if they are needed, i.e. if some programs require the evaluation of their results. An agent of this class stores the result to evaluate in its context and then must go to another server to perform its task. For its migration, the destination depends on the assessment type. Thus, if the evaluation is automatic, i.e. made by the supervision engine based on the knowledge base rules, it must migrate to the supervision server (path 4b on figure 4). Otherwise, if the assessment is interactive, i.e. it requires the user intervention; it migrates to the access web server (path 4a on figure 4). In the case of an interactive assessment, the user response will be sent to the engine agent so it can decide the next step (continue with a new program or re-run the same program with repaired values for its parameters).

Communication Agents

Transporter Agents. They are created by the solver and are responsible for:
- Searching the necessary knowledge for the supervision engine in order to select the programs and their sequencing.
- Searching the necessary resources to execute the current instruction, and transporting them to an execution server (path 3 on figure 4).
Since an instruction may need resources located on different nodes, there may be, simultaneously, several active Transporter agents.

Synchronizer Agents. They are created by the Solver agent to synchronize the operations of the resources transport performed by the Transporter agents. Indeed, since many Transporters may be active simultaneously, they must register with the associated Synchronizer. When they are all registered, this agent starts them and waits until they do their jobs. Finally, it indicates to the Solver that it can continue its work (all the needed resources are available).

5.3. Security Model

Since we are dealing with medical applications, confidentiality of the patients’ information and diagnosis results is of the highest importance. To this end, we have complemented our system with additional information related to this kind of security and confidentiality. Hence, we proposed a three-level security model, as shown in figure 6, which classifies the security problems in three levels:

- A "system level" that must be considered before any system get started. It concerns, the access rights assigned to each user in order to protect of all the components of our distributed supervision system.
- A "distributed supervision level" which concerns the use of mobile agents.
- An "application level" which concerns the medical domain and especially medical imaging.

The last two levels are intertwined. They shared a few common points in terms of used cryptography techniques to ensure the data confidentiality and integrity when traveling on the network.
5.3.1. Security for Agents

Agents can exchange messages containing confidential data, or may migrate across the network by transporting confidential results. Thus, the most important issue, for physicians, is how their confidential data and confidential results circulate on the Net without being caught. The supervision level gives them the answer, it constitutes the security kernel. In fact, to ensure a secure communication, we opted for RSA cryptography techniques to encrypt the arguments of the message in the source and to decrypt them into the destination. Concerning the secure migration of agents, the aim is to secure both the agent as its content. That’s why we opted for a solution which serializes the agent, encrypts the corresponding file, and dispatches the encrypted file inside a transporter agent. At the destination, the transported file is deserialized then decrypted in order to reactivate the agent.

5.3.2. Performance Evaluation

The response time of the system is a factor which is as important as security. For this, we tested our distributed system in two modes: in secure mode and in unsecure mode. The tests concern the osteoporosis detection on bone images of different sizes (from 64 * 64 to 512 * 512). In these tests, the supervision engine has selected 5 operators to run (figure 11). The execution time depends on several aspects: the image size, the number of programs to run, the chosen mode (secure or unsecure) and obviously the bandwidth of the network on which we conduct our tests. Figure 7 shows that, for all image sizes, the secure mode takes more time than the unsecure one. Figure 8 shows also that for a small image, the secure mode takes more than 6 times the time taken by the unsecure mode (about 1 minute against 10 seconds). In addition, this factor does not remain the same as for larger image, it gradually decreases until it converges to 1 (approximately 50 minutes against about 45 minutes).

5.4. Knowledge Model

The distributed supervision system is equipped with ontologies in order to define access permissions, to analyze the user request so that it is properly treated, to locate the required resources, to define the mobile agents’ itinerary, etc. The current section shows the ontological architecture and how these ontologies are integrated when answering a supervision request.
5.4.1. Ontological Architecture

The need for ontologies is expressed in terms of:

- Sharing a common understanding of our application domains (program supervision, mobile agents, medical imaging, osteoporosis detection, etc.). This guarantees that all our system modules use a term with the same meaning specified in the ontology and facilitates the integration of these modules and their interoperability.

- Solving problems related to the semantic of the supervision queries.

For this, the overall ontological architecture (figure 9) of our distributed system consists of three ontologies integrated and interoperable: an ontology for the supervision domain and its knowledge, a second for the elements involved in its distribution (distribution ontology) and a third for the application domain (medical imaging and osteoporosis detection).

For their integration into the system, our ontologies undergo the application of a reasoner which offers, in case of inconsistency, possible repair operations. Thus, we obtain semantic files reflecting them (Step 1 on figure 10).

5.4.2. Asking the Ontologies

The query language defines the syntax and the semantics required to express queries and the possible forms of the results. We expressed interrogative SELECT queries type, which extract a sub-graph corresponding to a set of resources satisfying the conditions specified in the WHERE clause. Indeed, the user expresses his query in textual form, for example, "check the status of the bone". This sentence will be split into words; neutral words will be eliminated (the, of, etc.). Then, the application domain ontology will be queried. This gives that the word "check status bone" is subsumed by the "Osteoporosis" concept. For testing, we added white concepts such as "diabetes", "Hepatitis", etc. to ensure that the query asked to the ontology receives the good answer. Then, the supervision ontology has to fetch the functionality which is responsible for the osteoporosis detection and subsequently the appropriate composite operator. Finally, the program supervision process can start.
6 Medical Scenario

This section illustrates a rheumatologist processing an image through our distributed medical assistant. After connecting to the supervision server, the rheumatologist simply enters his query as keywords and uploads an image to analyze.

6.1. Preparation Phase

On receiving a supervision query from a user, our system will translate it in a query language for the ontological architecture in order to determine the appropriate functionality (Step 2 on figure 10, cf. §5.4.2). Once determined, this functionality will be communicated to the supervision engine (Step 3 on figure 10) so it can decide the "good" knowledge files (Step 4 on figure 10) and thereafter, the right resources needed for the resolution of the current query. Let, for example, the selected knowledge files deal with a functionality having as a first composite operator, OsteoMorph. Then, the knowledge-based system launches this operator and starts a planning phase by decomposing this operator into its suboperators, as shown in figure 11: Reading, Skeletonization and Analysis.

Reading, (1) in figure 11, is a primitive operator and does not need evaluation. The second suboperator (Skeletonization) is a composite one, the system has to choose between two alternative sub-operators: BinSkel or GraySkel (i.e. binary or gray-level skeletonization). Using expert choice rules given in the knowledge base, the engine selects one of them, say BinSkel (2). Since the knowledge base requires an evaluation of result for this operator, planning must be suspended and execution performed. At this stage, agents will be launched (Step 5 on figure 10) to start a supervision process.

6.2. Supervision Phase

The execution starts with the Solver agent moving to the Reading program site and running it. Then the Solver goes to the BinSkel program site to execute it. Now, the evaluation phase can be performed. An Evaluator agent is created to execute evaluation rules. In case of automatic evaluation, it moves to the server site in order to ask the questions provided by these rules to the user. Then the Evaluator sends the assessment back to the engine. If the assessment is good, the planning phase continues with the Analysis composite operator. Otherwise, repair or adjustment rules are used to decide to modify the plan or to re-execute the same programs with different parameter values, resulting in a new plan. For instance, BinSkel assessment is manual. The user is asked about the presence of undesirable segments. If this is the case an adjustment rule is fired, that increases the value of a pruning parameter, so that BinSkel may be executed again. The same process runs up to the last program in the decomposition (5). The Solver agent executes this last operator and moves back to the server with the final result together with the plan established by the engine, for example, the following sequence of programs: Reading, BinSkel, DimProj, Direction and AttributesDir.

The system may also have other uses depending on the end-user type. For instance, image processing experts can use the supervision server to check their programs, observe their results, and compare them with other approaches. A collaborative construction of knowledge bases on the use of medical image processing programs is also possible.

Fig. 11. The OsteoMorph operator decomposition.
7 Conclusion

Considering the early osteoporosis detection as a challenge for the medical community, we described in this paper, a distributed intelligent and interactive system relying on knowledge based techniques: (1) to assist physicians and image experts in validating “image protocols”; (2) to facilitate access to up to date image programs by rheumatologists who do not want to bother about medical image analysis details; (3) to allow physicians to submit an image, to obtain resulting medical parameters and also the corresponding execution plan (that is the effective “image protocol”). Therefore, the radiologists who are not specialists in image processing must be freed from the program details in order to focus on the interpretation of the results and their evaluation.

Distributing such systems is fundamental because physicians, image processing programs, images, inference engine, knowledge bases, etc. are generally located at different sites. Our distributed environment is based on a Web server, mobile agents for the communication inter-components and Semantic Web ontologies to facilitate physician access and knowledge exploration.

Hence, the strength of the proposed system comes from the following points:
- Taking advantages from the technological advances in medical image processing.
- Facilitating the experiments by radiologist and physicians and allowing them to adjust and repair the values of the programs parameters.
- Making different experts work together.
- Consolidating the diagnosis of the disease.
- Taking into account the heterogeneity of data (images, knowledge, ontologies, programs, etc.).

As prospects, we plan to improve the performance of our distributed and collaborative intelligent system when scaling with multiple queries, larger and multiple images, etc. and this, in order to test its ability to maintain its functionalities and performance in important demand.
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